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• Synergy with High-Cadence Survey

• Synergy with Gravitational Astronomy

- Low resolution spectrograph (ready to use anytime)
- Flexible operation/instrument exchange
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The sources of interest to these facilities are connected to spectacular explosions. How-
ever, the horizon (radius of detectability), either for reasons of optical depth (GZK cuto↵;
�� ! e±) or sensitivity, is limited to the Local Universe (say, distance . 100Mpc). Un-
fortunately, these facilities provide relatively poor localization. The study of explosions in
the Local Universe is thus critical for two reasons: (1) sifting through the torrent of false
positives (because the expected rates of sources of interest is a tiny fraction of the known
transients) and (2) improving the localization via low energy observations (which usually
means optical). In Figure 2 we display the phase space informed by theoretical considera-
tions and speculations. Based on the history of our subject we should not be surprised to
find, say a decade from now, that we were not su�ciently imaginative.

Figure 2. Theoretical and physically plausible candidates are marked in the
explosive transient phase space. The original figure is from Rau et al. (2009).
The updated figure (to show the unexplored sub-day phase space) is from the
LSST Science Book (v2.0). Shock breakout is the one assured phenomenon on the
sub-day timescales. Exotica include dirty fireballs, newly minted mini-blazars and
orphan afterglows. With ZTF we aim to probe the sub-day phase space (see §5).

The clarity a↵orded by our singular focus – namely the exploration of the transient
optical sky – allowed us to optimize PTF for transient studies. Specifically, we undertake
the search for transients in a single band (R-band during most of the month and g band
during the darkest period). As a result our target throughput is five times more relative
to multi-color surveys (e.g. PS-1, SkyMapper).

Given the ease with which transients (of all sorts) can be detected, in most instances, the
transient without any additional information for classification does not represent a useful,
let alone a meaningful, advance. It is useful here to make the clear detection between
detection7 and discovery.8 Thus the burden for discovery is considerable since for most

7 By which I mean that a transient has been identified with a reliable degree of certainty.
8By which I mean that the astronomer has a useful idea of the nature of the transient. At the very

minimum we should know if the source is Galactic or extra-galactic. At the next level, it would be useful

Figure from LSST Science Book 
(after PTF collaboration, Rau+09, Kasliwal+,Kulkarni+)

Nova

Supernovae

Theoretically expected



KISS: Kiso Supernova Survey
• Extremely high cadence

• 1-hr cadence <= 2-3 days

• 4 deg2 FOV (KWFC)

• ~ 20-21 mag in g-band
(3 min exposure)

• ~50-100 deg2 /day
(SDSS fields, high SFR)

• ~100 nights /yr 

• Automatic data reduction

Goal: Detection of shock breakout of supernovae

Kiso 1.05m Schmidt telescope



The Astrophysical Journal, 757:31 (10pp), 2012 September 20 Bersten et al.

Figure 10. Bolometric LCs (left panel) and g′-band LCs (right panel) for models with the same explosion energy as our preferred model, but different initial radii.
The observed bolometric LC (M. Ergon, in preparation) and g′-band LC (Arcavi et al. 2011) of SN 2011dh (cyan dots) are shown for comparison in each panel. The
error bars indicate the size of the systematic uncertainty that corresponds to an uncertainty of 1 Mpc in the distance to M51. The radius variation is accomplished by
attaching essentially massless (<0.01 M⊙) envelopes to the He4 model. Larger radii produce higher early luminosity for t ! 5 days but no appreciable effect is seen
at later times.
(A color version of this figure is available in the online journal.)

In any case, the Teff is not directly comparable with the black-
body temperature derived from the spectrum. A more direct
comparison can be done using the color temperature (TC). Fol-
lowing the prescription of Ensman & Burrows (1992), we es-
timated TC as the temperature at the “thermalization” depth,8
which led to values of 8500 K and 8300 K at 2.8 days for mod-
els He4 and He4R270, respectively. Although these values are
somewhat higher than the value estimated from the spectrum,
the discrepancy is not important given the uncertainties in the
time of explosion (∼0.6 day) and in the estimations of the color
temperatures. Because of the small differences in temperature
found at t ∼ 2 days between compact and expended progen-
itors, the available temperature measurement is not a suitable
discriminator between these scenarios.

Finally, we analyzed whether it is possible to improve the
comparison between models and early observations assuming
different values of the progenitor radius than that inferred for
the YSG star. Figure 10 shows the bolometric (left panel) and
g′-band (right panel) LCs for models with progenitor radii of 50,
100, 150, and 200 R⊙. All of these configurations have the same
He core taken from the He4 model, and they were constructed
in a similar way as He4R270, i.e., by smoothly attaching an
H-rich envelope to the core (see Figure 1). We denote these
models as He4R50, He4R100, He4R150, and He4R200. As
seen from the figure, it is clear that models with R ≈ 200 R⊙
are more consistent with the early-time data. This finding is
not affected by the systematic uncertainty in the luminosity that
would arise from an error of 1 Mpc in the distance.

We conclude this analysis by claiming that a progenitor with
radius similar to that of a YSG star, as suggested from pre-
SN detections, is compatible with the early observations of SN
2011dh. Moreover, we find that radii much smaller than 200 R⊙
fail to reproduce the observations.

8 The “thermalization” depth is calculated as the layer where 3 τabs τsct ≈ 1,
where τsct is the optical depth for scattering and τabs is the optical depth for
absorption.

4. DISCUSSION

4.1. Single versus Binary Progenitor

SNe IIb require the hydrogen-rich envelope of the progenitor
star to be almost completely removed before the explosion.
Two alternative mechanisms of envelope removal have been
proposed to explain the progenitors of SNe IIb, Ib, and Ic,
thereby called “stripped-envelope SNe”: (1) strong stellar winds
in massive single stars and (2) mass transfer in close binary
systems. In the first scenario, a very massive star with a main-
sequence mass !30 M⊙ is required for the mass-loss rate to be
large enough (Heger et al. 2003; Georgy et al. 2009). This type
of star has an He core mass !8 M⊙ previous to the explosion.
The upper limit of the main-sequence mass may be even larger
according to recent stellar wind mass-loss rates (see Bouret et al.
2005; Eldridge & Vink 2006; Fullerton et al. 2006). In the binary
scenario, less massive stars are allowed with He core masses
prior to the explosion in the range of 3–6 M⊙ (Podsiadlowski
et al. 1993; Yoon et al. 2010). In the previous section, we showed
that such a He-core mass range is in very good agreement with
the observations of SN 2011dh.

To further test the possibility of a single-star progenitor, we
calculated a model based on a progenitor with a main-sequence
mass of 25 M⊙ which forms an He core of 8 M⊙ prior to
the explosion (we call this model He8). In Figures 6 and 7, we
show the LC and vph, respectively, for model He8 using the
same 56Ni mass and distribution as found for the He4 model of
Section 3.1 but with a larger explosion energy of E = 2 foe
in order to reproduce the peak luminosity. Clearly, this model
does not agree well with the observations. While decreasing
the explosion energy can improve the match to the expansion
velocities, it would worsen the fit to the LC irrespective of the
56Ni mixing assumed. Note that the timing of the second peak
imposes an important constraint on the He core mass. More
massive helium stars reach the LC maximum at later times
because the heat produced by radioactive decays takes longer
to diffuse out. The He8 model is too massive to produce the
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The 1st day of the SN = memory of stellar radius
Connection between stellar evolution and SN

(Talks by Yamanaka-san and Maeda-san)
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Fig. 10. Identification spectra for the CBET-reported KISS SNe except for SN 2014U which is shown in

Figure 11. Flux density (fλ) scale is in arbitrary unit. Observed and template spectra are shown in black

and red, respectively. SN spectra of the best-fit templates are also shown in red characters with the SN

names in parentheses. Telluric absorption wavelength regions around 7,600Å are gray-shaded.

Fig. 11. Identification near-infrared spectra for SN 2014U. Flux density (fλ) scale is in arbitrary unit.

Observed and template (SN 2013hj at t=+20 days) spectra are shown in black and red, respectively.

24

No shock breakout yet
(Success rate of spectroscopy ~ 25 %)

Follow up spectroscopy

Morokuma+14



Akeno 0.5m

Hiroshima 1.5m

HCT 2m

NOT 2.5m

TNG 3.6m

Swope 1m

WIYN 0.9m

Lulin 1m

OAO 1.88m

Follow up with 3.8m telescope
Spectroscopy with R ~ 500 

for 20-21 mag
(rapid response is a key)



• Synergy with High-Cadence Survey

• Synergy with Gravitational Astronomy

- Low resolution spectrograph (ready to use anytime)
- Flexible operation/instrument exchange



C: NASA

New astronomy with gravitational waves

NS-NS merger 
with 200 Mpc

~ 30 events/yr
(~0.3-300)

2017 - 
- Advanced LIGO (US)
- Advanced Virgo (Europe)
- KAGRA (Japan)

KAGRA
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~ 200 galaxies / 4deg2 
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2 deg

GW alert error box
e.g. 6 deg x 6 deg

179 186 193 201 208 215 223 230 237 244 251

~ 2000 galaxies 
(< 200 Mpc)

No electromagnetic counterpart
No gravitational wave astronomy



Hotokezaka et al. 2013

Optical/Infrared emission from NS merger

MT & Hotokezaka 2013

Numerical relativity Radiative transfer
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this field. The redshifts of the afterglow21 and the host galaxy22 were
both found to be z 5 0.356.

Another proposed signature of the merger of two neutron stars or a
neutron star and a black hole is the production of a kilonova (some-
times also termed a ‘macronova’ or an ‘r-process supernova’) due to
the decay of radioactive species produced and initially ejected during
the merger process—in other words, an event similar to a faint, short-
lived supernova6–8. Detailed calculations suggest that the spectra of
such kilonova sources will be determined by the heavy r-process ions
created in the neutron-rich material. Although these models10–13 are
still far from being fully realistic, a robust conclusion is that the optical
flux will be greatly diminished by line blanketing in the rapidly expan-
ding ejecta, with the radiation emerging instead in the near-infrared
(NIR) and being produced over a longer timescale than would other-
wise be the case. This makes previous limits on early optical kilonova
emission unsurprising23. Specifically, the NIR light curves are expected
to have a broad peak, rising after a few days and lasting a week or more
in the rest frame. The relatively modest redshift and intensive study of
GRB 130603B made it a prime candidate for searching for such a kilonova.

We imaged of the location of the burst with the NASA/ESA Hubble
Space Telescope (HST) at two epochs, the first ,9 d after the burst
(epoch 1) and the second ,30 d after the burst (epoch 2). On each occa-
sion, a single orbit integration was obtained in both the optical F606W
filter (0.6mm) and the NIR F160W filter (1.6mm) (full details of the imag-
ing and photometric analysis discussed here are given in Supplemen-
tary Information). The HST images are shown in Fig. 1; the key result is
seen in the difference frames (right-hand panels), which provide clear
evidence for a compact transient source in the NIR in epoch 1 (we note
that this source was also identified24 as a candidate kilonova in indepen-
dent analysis of our data on epoch 1) that seems to have disappeared by
epoch 2 and is absent to the depth of the data in the optical.

At the position of the SGRB in the difference images, our photo-
metric analysis gives a magnitude limit in the F606W filter of
R606,AB . 28.25 mag (2s upper limit) and a magnitude in the F160W
filter of H160,AB 5 25.73 6 0.20 mag. In both cases, we fitted a model
point-spread function and estimated the errors from the variance of
the flux at a large number of locations chosen to have a similar back-
ground to that at the position of the SGRB. We note that some tran-
sient emission may remain in the second NIR epoch; experimenting
with adding synthetic stars to the image leads us to conclude that any
such late-time emission is likely to be less than ,25% of the level in
epoch 1 if it is not to appear visually as a faint point source in epoch 2,
however, that would still allow the NIR magnitude in epoch 1 to be up
to ,0.3 mag brighter.

To assess the significance of this result, it is important to establish
whether any emission seen in the first HST epoch could have a con-
tribution from the SGRB afterglow. A compilation of optical and NIR
photometry, gathered by a variety of ground-based telescopes in the
few days following the burst, is plotted in Fig. 2 along with our HST
results. Although initially bright, the optical afterglow light curve dec-
lines steeply after about ,10 h, requiring a late-time power-law decay
rate of a < 2.7 (where F / t2a describes the flux). The NIR flux, on the
other hand, is significantly in excess of the same extrapolated power
law. This point is made most forcibly by considering the colour evolu-
tion of the transient, defined as the difference between the magnitudes
in each filter, which evolves from R606 2 H160 < 1.7 6 0.15 mag at about
14 h to greater than R606 2 H160 < 2.5 mag at about 9 d. It would be
very unusual, and in conflict with predictions of the standard external-
shock theory25, for such a large colour change to be a consequence of
late-time afterglow behaviour. The most natural explanation is there-
fore that the HST transient source is largely due to kilonova emission,
and the brightness is in fact well within the range of recent models
plotted in Fig. 2, thus supporting the proposition that kilonovae are
likely to be important sites of r-process element production. We note
that this phenomenon is strikingly reminiscent, in a qualitative sense,
of the humps in the optical light curves of long-duration c-ray bursts

produced by underlying type Ic supernovae, although here the lumino-
sity is considerably fainter and the emission is redder. The ubiquity and
range of properties of the late-time red transient emission in SGRBs
will undoubtedly be tested by future observations.

The next generation of gravitational-wave detectors (Advanced LIGO
and Advanced VIRGO) is expected ultimately to reach sensitivity levels
allowing them to detect neutron-star/neutron-star and neutron-star/
black-hole inspirals out to distances of a few hundred megaparsecs26

(z < 0.05–0.1). However, no SGRB has been definitively found at any
redshift less than z 5 0.12 over the 8.5 yr of the Swift mission to date27.
This suggests either that the rate of compact binary mergers is low,
implying a correspondingly low expected rate of gravitational-wave
transient detections, or that most such mergers are not observed as
bright SGRBs. The latter case could be understood if the beaming of
SGRBs was rather narrow, for example, and the intrinsic event rate was,
as a result, two or three orders of magnitude higher than that observed
by Swift. Although the evidence constraining SGRB jet opening angles
is limited at present28 (indeed, the light-curve break seen in GRB 130603B
may be further evidence for such beaming), it is clear that an alterna-
tive electromagnetic signature, particularly if approximately isotropic,
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Figure 2 | Optical, NIR and X-ray light curves of GRB 130603B. Left axis,
optical and NIR; right axis, X-ray. Upper limits are 2s and error bars are 1s. The
optical data (g, r and i bands) have been interpolated to the F606W band and
the NIR data have been interpolated to the F160W band using an average
spectral energy distribution at ,0.6 d (Supplementary Information). HST
epoch-1 points are given by bold symbols. The optical afterglow decays steeply
after the first ,0.3 d and is modelled here as a smoothly broken power law
(dashed blue line). We note that the complete absence of late-time optical
emission also places a limit on any separate 56Ni-driven decay component. The
0.3–10-keV X-ray data29 are also consistent with breaking to a similarly steep
decay (the dashed black line shows the optical light curve simply rescaled to
match the X-ray points in this time frame), although the source had dropped
below Swift sensitivity by ,48 h after the burst. The key conclusion from this
plot is that the source seen in the NIR requires an additional component above
the extrapolation of the afterglow (red dashed line), assuming that it also decays
at the same rate. This excess NIR flux corresponds to a source with absolute
magnitude M(J)AB < 215.35 mag at ,7 d after the burst in the rest frame. This
is consistent with the favoured range of kilonova behaviour from recent
calculations (despite their known significant uncertainties11–13), as illustrated by
the model11 lines (orange curves correspond to ejected masses of 1022 solar
masses (lower curve) and 1021 solar masses (upper curve), and these are added
to the afterglow decay curves to produce predictions for the total NIR emission,
shown as solid red curves). The cyan curve shows that even the brightest
predicted r-process kilonova optical emission is negligible.
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Early observing runs of GW detectors
## 2015-2016 ##

Advanced LIGO and Virgo: The first two years 5

method requires the generation of a model waveform for each
sample in parameter space, making it far more expensive than
the BAYESTAR approach, but independent of the methods and
models used for detection. Most importantly, intrinsic param-
eters (including spins) can be estimated using these higher-
latency methods. For the purposes of this study, parame-
ter estimation used the same frequency-domain, non-spinning
waveform approximant as the detection pipeline. Analyses
that account for the spin of the compact objects are more
costly, currently taking weeks instead of days to complete,
and will be the subject of a future study.

4. RESULTS
Of ⇠100,000 simulated sources spread across the 2015 and

2016 scenarios, ⇡ 1000 events survived as confident GW de-
tections.16 No false alarms due to chance noise excursions
survived our detection threshold. We constructed probabil-
ity sky maps using BAYESTAR for all events and using LAL-
INFERENCE_NEST/MCMC for a randomly selected subsample
of 250 events from each scenario. Results from LALINFER-
ENCE_BAMBI are not shown because this sampler was run for
only 30 events, and the sampling error bars would overwhelm
the plots.17 The top four panels (a, b, c, d) of Figure 3 show
cumulative histograms of the areas in deg2 inside of the small-
est 50% and 90% confidence regions for each event, for both
sky localization methods. These contours were constructed
using a ‘water-filling’ algorithm: we sampled the sky maps
using equal-area HEALPix (Hierarchical Equal Area isoLati-
tude Pixelization; Górski et al. 2005) pixels, ranked the pixels
from most probable to least, and finally counted how many
pixels summed to a given total probability. Due to approxima-
tions made in the name of speed, BAYESTAR is known to be
slightly biased toward reporting contours that are slightly too
small, such that 50% of sources are found within their nomi-
nal 59.2% confidence contours and 90% of sources are found
within their 95.4% confidence contours. For this reason, for
BAYESTAR we plot the areas of the 59.2% and 95.4% confi-
dence regions, which in a frequentist sense are the 50% and
90% confidence regions. For the stochastic samplers, no such
post-hoc correction is required. In the bottom two panels (e,
f) of Figure 3, we also show a histogram of the smallest such
constructed region that happened to contain the true location
of each simulated source. We call this the searched area.

Panels (a, b, c, d) and (e, f) may be thought of as measuring
precision and accuracy respectively. The former measure how
dispersed or concentrated each individual sky map is, while
the latter describe how far the localization is from the true
sky position. The 90% area histograms and the searched area
histograms also answer different but complementary ques-
tions that relate to two different strategies for following up
LIGO/Virgo events. One might decide in 2015 to search for
optical counterparts of all GW events whose 90% areas are
smaller than, for example, 200 deg2. By finding 200 deg2 on
the horizontal axis of 90% area histogram, one would find

16 There were slightly fewer surviving events in the 2016 configuration
than in the 2015 configuration. This is because adding a third detector re-
quired us to apportion the two months of Gaussian noise to different com-
binations of detectors. In the 2015 simulation, all two months of data were
allocated to the HL network. In 2016 about 43 days were devoted to the
HLV and HL configurations, with the remaining 17 days of HV and LV mode
contributing few detections.

17 The three stochastic samplers LALINFERENCE_NEST/MCMC/BAMBI
were interchangeable to the extent that they used the same likelihood and
produced sky maps that agreed with each other.

Table 1

Summary of the 2015 and 2016 scenarios, listing the participating detectors,
BNS horizon distance, run duration, and fractions of events localized within

5, 20, 100, 200, or 500 deg2. A dash (—) represents less than 1% of
detections.

2015 2016

Detectors HL HLV
BNS range 54 Mpc 108 Mpc

Run duration 3 months 6 months
No. detections 0.091 1.5

rapid full PE rapid full PE

fraction
50% CR

smaller than

5 deg2 — — 11% 14%
20 deg2 2% 3% 16% 35%

100 deg2 31% 37% 31% 72%
200 deg2 74% 80% 59% 90%
500 deg2 100% 100% 99% 100%

fraction
90% CR

smaller than

5 deg2 — — 2% 2%
20 deg2 — — 11% 14%

100 deg2 2% 4% 16% 32%
200 deg2 9% 13% 21% 44%
500 deg2 42% 48% 38% 72%

fraction
searched

area smaller
than

5 deg2 3% 4% 10% 20%
20 deg2 14% 19% 23% 43%

100 deg2 45% 54% 45% 70%
200 deg2 64% 70% 62% 80%
500 deg2 87% 89% 82% 92%

median area

( 50% CR 142 deg2 124 deg2 164 deg2 43 deg2

90% CR 573 deg2 529 deg2 646 deg2 235 deg2

searched 122 deg2 88 deg2 129 deg2 32 deg2

that this corresponds to following up 9% of all GW detec-
tions. On the other hand, one might decide to always search
the most probable 200 deg2 area for every GW event, corre-
sponding to a different confidence level for every event. In
this case, one would find 200 deg2 on the horizontal axis of
the searched area histogram, and find that this strategy would
enclose the true location of the GW source 64% of the time.18

The left-hand axes of all four panels of Figure 3 show the
expected cumulative number of detections, assuming the ‘re-
alistic’ BNS merger rates from Abadie et al. (2010). We stress
that the absolute detection rate might be two orders of mag-
nitude smaller or one order of magnitude higher due to the
large systematic uncertainty in the volumetric rate of BNS
mergers, estimated from population synthesis and the small
sample of Galactic binary pulsars (Abadie et al. 2010). An
additional source of uncertainty in the detection rates is the
Advanced LIGO/Virgo commissioning schedule given in Aasi
et al. (2013b). The proposed sensitivity in the 2016 scenario
may be considered a plausible upper bound on the perfor-
mance of the GW detector network in 2015, if commissioning
occurs faster than anticipated. Likewise, the quoted sensitiv-
ity in the 2015 scenario is a plausible lower bound on the per-
formance in 2016. The right-hand axes show the cumulative
percentage of all detected sources. These percentages depend
only on the gross features of the detector configuration and
not on the astrophysical rates, so are relatively immune to the
systematics described above.

Table 1 summarizes these results.

18 One might naively expect that self-consistency would require the 90%
confidence area and searched area histograms to intersect at 90% of detec-
tions, but this is not generally required because the posteriors of different
events have widely different dimensions. However, it is true that 90% of
sources should be found within their respective 90% confidence contours.
This can be formalized into a graphical self-consistency test; see Sidery et al.
(2013) for an example of application to GW parameter estimation.
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method requires the generation of a model waveform for each
sample in parameter space, making it far more expensive than
the BAYESTAR approach, but independent of the methods and
models used for detection. Most importantly, intrinsic param-
eters (including spins) can be estimated using these higher-
latency methods. For the purposes of this study, parame-
ter estimation used the same frequency-domain, non-spinning
waveform approximant as the detection pipeline. Analyses
that account for the spin of the compact objects are more
costly, currently taking weeks instead of days to complete,
and will be the subject of a future study.
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Of ⇠100,000 simulated sources spread across the 2015 and

2016 scenarios, ⇡ 1000 events survived as confident GW de-
tections.16 No false alarms due to chance noise excursions
survived our detection threshold. We constructed probabil-
ity sky maps using BAYESTAR for all events and using LAL-
INFERENCE_NEST/MCMC for a randomly selected subsample
of 250 events from each scenario. Results from LALINFER-
ENCE_BAMBI are not shown because this sampler was run for
only 30 events, and the sampling error bars would overwhelm
the plots.17 The top four panels (a, b, c, d) of Figure 3 show
cumulative histograms of the areas in deg2 inside of the small-
est 50% and 90% confidence regions for each event, for both
sky localization methods. These contours were constructed
using a ‘water-filling’ algorithm: we sampled the sky maps
using equal-area HEALPix (Hierarchical Equal Area isoLati-
tude Pixelization; Górski et al. 2005) pixels, ranked the pixels
from most probable to least, and finally counted how many
pixels summed to a given total probability. Due to approxima-
tions made in the name of speed, BAYESTAR is known to be
slightly biased toward reporting contours that are slightly too
small, such that 50% of sources are found within their nomi-
nal 59.2% confidence contours and 90% of sources are found
within their 95.4% confidence contours. For this reason, for
BAYESTAR we plot the areas of the 59.2% and 95.4% confi-
dence regions, which in a frequentist sense are the 50% and
90% confidence regions. For the stochastic samplers, no such
post-hoc correction is required. In the bottom two panels (e,
f) of Figure 3, we also show a histogram of the smallest such
constructed region that happened to contain the true location
of each simulated source. We call this the searched area.

Panels (a, b, c, d) and (e, f) may be thought of as measuring
precision and accuracy respectively. The former measure how
dispersed or concentrated each individual sky map is, while
the latter describe how far the localization is from the true
sky position. The 90% area histograms and the searched area
histograms also answer different but complementary ques-
tions that relate to two different strategies for following up
LIGO/Virgo events. One might decide in 2015 to search for
optical counterparts of all GW events whose 90% areas are
smaller than, for example, 200 deg2. By finding 200 deg2 on
the horizontal axis of 90% area histogram, one would find

16 There were slightly fewer surviving events in the 2016 configuration
than in the 2015 configuration. This is because adding a third detector re-
quired us to apportion the two months of Gaussian noise to different com-
binations of detectors. In the 2015 simulation, all two months of data were
allocated to the HL network. In 2016 about 43 days were devoted to the
HLV and HL configurations, with the remaining 17 days of HV and LV mode
contributing few detections.

17 The three stochastic samplers LALINFERENCE_NEST/MCMC/BAMBI
were interchangeable to the extent that they used the same likelihood and
produced sky maps that agreed with each other.

Table 1

Summary of the 2015 and 2016 scenarios, listing the participating detectors,
BNS horizon distance, run duration, and fractions of events localized within

5, 20, 100, 200, or 500 deg2. A dash (—) represents less than 1% of
detections.

2015 2016

Detectors HL HLV
BNS range 54 Mpc 108 Mpc

Run duration 3 months 6 months
No. detections 0.091 1.5

rapid full PE rapid full PE

fraction
50% CR

smaller than

5 deg2 — — 11% 14%
20 deg2 2% 3% 16% 35%

100 deg2 31% 37% 31% 72%
200 deg2 74% 80% 59% 90%
500 deg2 100% 100% 99% 100%

fraction
90% CR

smaller than

5 deg2 — — 2% 2%
20 deg2 — — 11% 14%

100 deg2 2% 4% 16% 32%
200 deg2 9% 13% 21% 44%
500 deg2 42% 48% 38% 72%

fraction
searched

area smaller
than

5 deg2 3% 4% 10% 20%
20 deg2 14% 19% 23% 43%

100 deg2 45% 54% 45% 70%
200 deg2 64% 70% 62% 80%
500 deg2 87% 89% 82% 92%

median area

( 50% CR 142 deg2 124 deg2 164 deg2 43 deg2

90% CR 573 deg2 529 deg2 646 deg2 235 deg2

searched 122 deg2 88 deg2 129 deg2 32 deg2

that this corresponds to following up 9% of all GW detec-
tions. On the other hand, one might decide to always search
the most probable 200 deg2 area for every GW event, corre-
sponding to a different confidence level for every event. In
this case, one would find 200 deg2 on the horizontal axis of
the searched area histogram, and find that this strategy would
enclose the true location of the GW source 64% of the time.18

The left-hand axes of all four panels of Figure 3 show the
expected cumulative number of detections, assuming the ‘re-
alistic’ BNS merger rates from Abadie et al. (2010). We stress
that the absolute detection rate might be two orders of mag-
nitude smaller or one order of magnitude higher due to the
large systematic uncertainty in the volumetric rate of BNS
mergers, estimated from population synthesis and the small
sample of Galactic binary pulsars (Abadie et al. 2010). An
additional source of uncertainty in the detection rates is the
Advanced LIGO/Virgo commissioning schedule given in Aasi
et al. (2013b). The proposed sensitivity in the 2016 scenario
may be considered a plausible upper bound on the perfor-
mance of the GW detector network in 2015, if commissioning
occurs faster than anticipated. Likewise, the quoted sensitiv-
ity in the 2015 scenario is a plausible lower bound on the per-
formance in 2016. The right-hand axes show the cumulative
percentage of all detected sources. These percentages depend
only on the gross features of the detector configuration and
not on the astrophysical rates, so are relatively immune to the
systematics described above.

Table 1 summarizes these results.

18 One might naively expect that self-consistency would require the 90%
confidence area and searched area histograms to intersect at 90% of detec-
tions, but this is not generally required because the posteriors of different
events have widely different dimensions. However, it is true that 90% of
sources should be found within their respective 90% confidence contours.
This can be formalized into a graphical self-consistency test; see Sidery et al.
(2013) for an example of application to GW parameter estimation.

Singer et al. 2014

Horizon distance ~ 50-100 Mpc
Localization ~ 200 deg2

Wide survey with 1m class telescopes
(Similar strategy with KISS)

Spectroscopy with 3.8m telescope
(R ~ 500)
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Type Ia

- Very red SED (peak at NIR)
- Extremely broad-line (feature-less) spectra

Spectroscopic identification is essential
Matsubayashi-san’s talk



0 1 0

1 1 1

1 1 1

2 2 2

2 2 2

2 2 2

by Tomoki Morokuma< 1 hr after the alert

alert position
(2.7 deg)

“Drill” with Fermi/GBM alert

revised position
(3.3 deg)

< 3 hr after the alert

12.5 deg

possible 
counterpart

(by PTF)



Institute of Astronomy,  The University of Tokyo

Current Status of Conceptual Design Study

The 1st generation wide-field CMOS camera 

x 84 chips

190 Mpixels
760 MB/exposure

Total sky coverage 20 deg2

sensor / package area = 0.3

480 mm

530 m
m

ĭ500 mm = ĭ8.7 deg
vignetting 0.44mag

ĭ225 mm = ĭ3.9 deg
vignetting free area

35mm Full HD CMOS sensor

KWFC-CCD

Photo plate

- Future -
CMOS for Kiso Schmidt telescope

By courtesy of Shigeyuki Sako (PI), 
Soya Todo, Yuki Kikuchi, et al.

• No need to cool

• Fast readout (30 Hz)

• Large FOV Ω

• Efficient observation f

• High cadence

KWFC

Survey power = fAΩ

c.f. Zwicky Transient Factory (large format CCD)



GW alert error box
e.g. 6 deg x 6 deg

Kiso/CMOS
~9 deg

2 deg

179 186 193 201 208 215 223 230 237 244 251



Summary
•High-cadence transient survey
• Survey with 1m telescopes 

=> Spectroscopy with 3.8m telescope

•Gravitational wave astronomy
• Identification of electromagnetic counterpart

• Early observing runs => GW events @<100 Mpc
=> Spectroscopy with 3.8m telescope

• Future 
• Wider FOV, higher cadence, 

and more efficient observations 

- Low resolution spectrograph (ready to use anytime)
- Flexible operation/instrument exchange


