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Preface

Under the sponsorship of CAWSES, a Workshop was held on the topic of solar flares, magnetospheric substorms (partic-
ularly the relationship between the two) and other space weather topics. The workshop was held under the sponsorship of
the University of Alaska, Fairbanks from 18 to 20 March, 2007. This special issue is a result of this workshop. Auroras
were observed nightly during the workshop interval. Many presentations given at the workshop showed detailed images of
solar flares. This special issue includes, but is not limited to, papers presented at the Workshop. We hope that the following
papers will be stimulating to the readership of Earth, Planets and Space.

Guest Editors: Bruce T. Tsurutani
Kazunari Shibata
Syun-Ichi Akasofu
Mitsuo Oka
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The basic observations for magnetic storms and substorms at Earth and for flares at the Sun are reviewed for
background. We present a common scenario of double magnetic reconnection for both substorms and flares based
on previous interplanetary observations and substorm-triggering results. Central to the scenario is that the first
magnetic reconnection phase is the source of energy loading for possible substorms and flares. The energy placed
in the magnetotail or magnetosphere/at the sun lasts for only a short duration of time however. The energy gets
dissipates away rapidly (in some less dramatic form). This scenario predicts that if the initial reconnection process
is sufficiently intense and rapid, concomitant substorms and flares occur soon thereafter. If the energy input is
less rapid, there may be lengthy delays for the onset of substorms and flares. If external influences (shocks, etc.)
occur during the latter energy buildup, the “trigger” will cause a sudden release of this energy. The model also
explains reconnection without subsequent substorms and flares. The model addresses the question why strong
triggering events are sometimes ineffective.
Key words: Solar flares, substorms, magnetic storms, magnetic reconnection.

1. Introduction
It has been well established that major geomagnetic

storms do not occur at Earth unless the upstream inter-
planetary magnetic field (IMF) is southward for durations
of hours (Gonzalez and Tsurutani, 1987; Gonzalez et al.,
1994, 2007). There have been no exceptions to this rule
found to date. On the other hand, if the upstream IMF is
northward, the magnetosphere and auroras becomes very
quiet (Tsurutani and Gonzalez, 1995). It can be assumed
that the energy input into the magnetosphere/magnetotail
does not occur during such intervals (or takes place at a
much lower rate). The implication of both of these obser-
vations is that magnetic reconnection (Dungey, 1961) is the
major mechanism for solar wind energy input into the mag-
netosphere (Echer et al., 2008) and is a direct or indirect
source of the energy powering magnetic storms.

Substorms are much smaller intensity geomagnetic
events, and there the situation is less clear. Tsurutani and
Meng (1972) and Meng et al. (1973) found that south-
ward IMFs preceded substorms by ∼10 to 40 min, and con-
cluded that southward IMFs are both the ultimate energy
source and trigger for the substorms that follow. Alterna-
tively Lyons et al. (1997) have suggested that some sub-
storms are “triggered” by northward IMF turnings due to
braking of the magnetospheric convection process. Free-
man and Morley (2004) have demonstated that substorms

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

may occur spontaneously and may not be triggered at all.
We will argue that all of these positions are correct and are
not contradictory to each other.

The strongest external impact on the magnetosphere and
potential substorm triggers are interplanetary fast forward
shocks (Kennel et al., 1985) impinging on the dayside mag-
netopause. The solar wind ram pressure can increase by
an order of magnitude across a shock. Such pressure pulses
will compress the magnetosphere in a dramatic fashion such
that magnetic increases (sudden impulses or SIs) are de-
tected on the ground (Araki, 1994). As the shock propa-
gates further downstream, it will compress the magnetotail
and thereby increase currents within and bounding the tail
(Tsurutani et al., 1986; Tsurutani and Zhou, 2003). Shock
compression will also enhance field-aligned currents from
the magnetosphere to the ionosphere (Araki, 1994). These
shocks can immediately trigger substorms with little or no
delay (Heppner, 1955; Kawasaki et al., 1971; Kokubun et
al., 1977). However there are also times when they do not
trigger substorms. What does this mean?

Zhou and Tsurutani (2001) and Tsurutani and Zhou
(2003) have found that if the IMF is southward or ∼zero
nT a few hrs prior to shock impingement, a substorm will
occur. If the IMF is northward, one will not. These observa-
tions have been somewhat of a mystery. The Earth’s magne-
totail has enough stored magnetic energy to supply a dozen
or more substorms. Why don’t shocks trigger substorms ir-
respective of preceding IMF directionality? A similar ques-
tion can be asked about solar flares. The energy stored in
the coronal loops is sufficient for many solar flares. Why
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Fig. 1. A schematic of two-step reconnection at Earth (on left) and at the sun (on right). For the Earth’s case the solar wind from the sun (at bottom
out of the figure) convects interplanetary magnetic fields to the Earth. Magnetic reconnection at the magnetopause (indicated in red at the bottom)
allows the transfer of solar wind energy to the ionosphere/magnetosphere/magnetotail. If this first reconnection process is intense enough, a substorm
will occur. Magnetic reconnection in the tail (indicated in red at the top) may either drive the substorm or be a consequence of the substorm. This is
currently being debated in the literature. An analogous solar flare schematic is shown on the right. An emerging flux region occurs on the far right of
the figure. Magnetic reconnection between it and the neighboring (central) loop leads to an increase of magnetic stress between the central loop and
the large loop at the left. Release of this stress occurs in the form of a solar flare.

don’t flares occur continuously until the loop energy is ex-
hausted? The loop configuration often looks remarkably
similar before and after the flare.

We present a scenario of double magnetic reconnection
for substorms and solar flares. Our scenario follows the
above empirical findings that magnetic reconnection is the
major process transferring solar wind energy into the mag-
netosphere. That is a standard, well-accepted concept (see
Terasawa et al., 2000 for a discussion of the similarities
and differences between substorms and flares). However
we also follow the Zhou and Tsurutani (2001) and Tsuru-
tani and Zhou (2003) result that the energy stored in some
form in the magnetosphere/magnetotail/ionosphere is being
dissipated rapidly. If the energy is not released in the form
of a substorm within several hrs, it gets released in a less
dramatic manner. In this scenario, the quiet-time tail lobe
energy does not play a prominent role. In this paper we ex-
plore the consequences of this idea, assuming that the same
processes occur at the sun. We will hypothesize under what
condition solar flares occur and when they do not.

2. Results
2.1 Substorms

Substorms were first identified and described by Akasofu
(1964) (see also Akasofu and Chapman, 1972) by all sky
images measured from the ground. Substorms are isolated
midnight sector auroral zone (∼60◦ to 65◦ magnetic lati-
tude) events. Akasofu (1964) found that a substorm was
found to consist of the following sequence: 1) a brightening
of the equatorward arc (the arc width typically is ∼1 km),
2) a breakup of the arc, and then poleward, eastward and
westward expansions of auroral forms. This sequence takes
between ∼10 and ∼30 min to complete, with no definite
time interval identified.

Auroral light is created by ∼1–10 keV electrons pre-

cipitating into the upper atmosphere colliding with neutral
atoms and molecules. The electrons lose their kinetic ener-
gies through electron-electron collisions resulting in the ex-
citation of the atoms and molecules. The excited atoms and
molecules relax to emit visible and UV photons. To a much
lesser extent (∼1 to 2% of the total radiated energy), the in-
coming energetic electrons are accelerated by interactions
with atmospheric nuclei to form bremsstrahlung X-rays.

The processes accelerating the electrons to 1–10 keV
occurs above the ionosphere. Electric fields with compo-
nents aligned along the geomagnetic field (so called “par-
allel electric fields”) have been detected at low altitudes
by satellites such as FAST (Carlson et al., 1998). These
electric fields accelerate thermal electrons to monoenergetic
beams of ∼keV kinetic energies (Evans, 1968). The causes
of these electric fields are due to processes occurring in the
magnetosphere, at higher altitudes still. The lack of suf-
ficient current carrier densities is the cause of the parallel
electric fields generated above the ionosphere (Carlson et
al., 1998).

Large scale convection of magnetotail (plasmasheet)
plasma also occurs simultaneous with auroral substorms.
The plasmasheet is convected inward towards the Earth,
compressing (heating) the plasmasheet plasma. Due to cur-
vature and gradients in the magnetospheric magnetic field,
the electrons drift from the midnight sector towards dawn
and the ions from the midnight sector to dusk. The energies
of these particles are ∼10 to 100 keV. Through plasma in-
stabilities and plasma wave growth, these magnetospheric
particles are pitch-angle scattered and some precipitate into
the ionosphere. This is the “diffuse” component of the au-
rora.

It is well documented that the energy for substorms ulti-
mately comes from the solar wind Poynting flux (discussed
previously). The magnetic field directionality serves as
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an energy gate. If the interplanetary magnetic fields are
oriented in a southward direction, opposite in direction to
the magnetopause magnetic fields, reconnection will take
place. A second site of reconnection occurs in the magne-
totail. A schematic of this model is shown on the left-hand
side of Fig. 1.

Although sufficient energy may be transferred into the
magnetosphere/magnetotail system by the first reconnec-
tion process, substorms may not take place immediately
or even at all. Our scenario is that if energy is supplied
at a rapid enough rate, e.g., if the IMF is intensely south-
ward, substorms will result (Tsurutani and Meng, 1972). If
sufficient energy has recently been put into the magneto-
sphere and the IMF turns northward, this current disruption
can cause a substorm (Lyons et al., 1997). Or if there is
energy being put into the magnetosphere/magnetotail con-
tinuously, substorms will occur sporadically (Freeman and
Morley, 2004). However if the IMF is northwardly directed
for hours prior to the “trigger” arriving at the magnetopause,
neither IMF southward turnings, northward turnings nor
shocks will trigger substorms. In our scenario, the impor-
tant feature is the rate of energy input into the magneto-
sphere/magnetotail system. The “triggers” are less impor-
tant.

In the above substorm scenario, there is less emphasis on
the second reconnection event. It may occur as a byproduct
of the substorm or may lead to the substorm. There are
many ongoing debates of the timing of the events. In our
point of view, it is the first reconnection event that is the
important one. This leads to energy input from the solar
wind to the ionosphere/magnetosphere/magnetotail.
2.2 Solar flares

Solar flares were first observed (1859) and reported in-
dependently by R. C. Carrington (1860) and R. Hodgson
(1860) as localized brightenings in a sunspot group. The
brightening lasted only ∼5 min. No changes in the sunspot
orientation or intensity was noted after the flare had oc-
curred. This is similar to the case of substorms, viewed
from a great distance. Differences in the magnetosphere be-
fore and after substorms would be difficult to discern from
a viewing distance of 108 km.

Since the above 1859 observations, numerous flare events
have been recorded by ground-based, balloon-borne and
spacecraft telescopes. Today, a solar flare is defined as “a
transient phenomenon showing a rapid increase followed by
either a rapid or gradual decay” (Tajima and Shibata, 1997).
The “rapid” time scale normally corresponds to 10 sec to
10 min, although it varies largely from event-to-event. It is
often accompanied by quasi-periodic variations, or pulsa-
tions, with the time-scale as small as 20 msec. These obser-
vations are similar to those of substorms.

The wavelength of the electromagnetic emission covers
radio wavelengths at the low end to γ - rays at the upper end.
The γ -rays are produced by precipitating high energy ions,
a feature far more energetic than that in substorms. The
low end includes Hα photons, a feature often used in flare
diagnostics. Recent progress has come from spectral and
imaging observations of X-rays (e.g., Svestka, 1976). Soft
X-rays (SXR) are thought to be thermal emission from plas-
mas of 107 K temperature whereas hard X-rays are “non-

thermal”. The latter are bremsstrahlung emissions created
by 10 keV to 1 MeV electron collisions with ions.

The whole duration of a flare depends on the type of
flare. Long duration event (LDE) flares typically last more
than 1 hr while impulsive flares are short-lived ones that
last far less. The latter is characterized by impulsive hard
X-ray emission whereas the former shows a softer X-ray
spectrum.

Generally, the LDE flares have larger characteristic scale
sizes of ∼105 km. SXR observations show cusp-type
loops associated with their rise and expansion motion (e.g.,
Tsuneta et al., 1992). The temperature was found to be
systematically higher in the outer loops. The loops grad-
ually shrink with time (Forbes and Acton, 1996). Some
other phenomenon such as plasmoid ejections (Hudson,
1994), downflows (McKenzie and Hudson, 1999; Asai et
al., 2004), and inflows (Yokoyama et al., 2001) were also
observed.

Impulsive flares, on the other hand, are relatively small
with characteristic scales of ∼104 km but occur much more
frequently than LDE flares. A notable feature of these
events is that they do not show clear cusp-shaped loop struc-
tures, so some researchers considered the two types of flares
to be different phenomena. From the mid-1990s, how-
ever, many features similar to LDE flares were found in
impulsive flares (e.g., see a review by Shibata, 1999). In
1994, a careful comparison between SXR and HXR im-
ages revealed an above-the-looptop HXR source so-called
Masuda-type source (Masuda et al., 1994). It was soon dis-
covered, from the time-of-flight (TOF) analysis, that the ac-
celeration site of energetic electrons is situated high above
the Masuda type sources (Aschwanden et al., 1996). Other
important findings in impulsive flares are plasmoid ejec-
tions (Shibata et al., 1995; Ohyama and Shibata, 1998),
temperature distributions, upward and shrinking motions of
SXR loops, and increasing footpoint/double-ribbon sepa-
ration (Sakao, 1994; Fletcher and Hudson, 2001; Asai et
al., 2002). A detailed analysis of spatial distribution of
the coronal sources has provided evidence of a large scale
current sheet (Sui and Holman, 2003). It is only recently
that the γ -ray line observations revitalized the discussion
of the differences between ions and electrons in accelera-
tion and/or propagation (Lin et al., 2003).

In both types of flares, plasma heating and particle accel-
eration are primary processes of solar flares that take place
in the solar corona (very recent observations by Hinode
clarified many small-size flares not only in the solar corona
but also in the chromosphere (e.g., Shibata et al., 2007).
The impact of such ubiquitous presence of flares, caused
by reconnection, should be discussed in the future litera-
ture. During the peak time of flares, the accelerated parti-
cles and thermal conduction fronts propagate to and heat the
chromosphere. The heated chromospheric plasma results in
an upward flow or ‘chromospheric evaporation’. It is this
phase that the highest energy emission such as HXR and γ -
rays are prominently observed. In the later phase of flares,
a cooling process dominates heating. The typical temporal
variation of energy spectra shows the “soft-hard-soft” se-
quence (e.g. Fletcher and Hudson, 2002).

The magnetic field configuration for our solar flare model
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is shown on the right-hand side of Fig. 1. Our model is
a double reconnection event, similar to the process of re-
connection at Earth (reconnection occurs first at the mag-
netopause and then in the tail). We note that double recon-
nection models for solar flares have been previously pro-
posed by Wang and Shi (1993), Aulanier et al. (2000), Ku-
sano et al. (2004) and Zhang et al. (2006). We include the
tether cutting model (Moore and Roumeliotis, 1992) and
the breakout model (Antiochos et al., 1999) because in a
broader sense, they are double reconnection models too (see
review by Shibata, 2005). In this paper we build on this
model to draw a schematic for solar flares that is similar to
the magnetospheric case. The initial condition is two mag-
netic loops adjacent to each other. These are the large loops
on the left and center. The source of the loops and their
intrinsic magnetic energy is magnetic buoyancy.

The emergence of a new loop on the far right leads to en-
ergy transfer to the system (e.g., Chen and Shibata, 2000).
This loop has a polarity that is conducive to magnetic recon-
nection (indicated by an “x”) between the emerging loop
and the right-hand initial loop. This reconnection corre-
sponds to the dayside reconnection in the Earth’s case. Re-
connection between the small emerging loop and the central
loop enlarges the initial right-hand loop and increases the
magnetic stress between it and the left-hand loop. If sig-
nificant stress builds up between the two loops, magnetic
reconnection will take place between them and the energy
will be abruptly released in the form of a flare. If on the
other hand the stress build up is slow such that the magnetic
stress is being dissipated more rapidly than increased, no
sudden release of energy will occur.

If the rate of energy input (reconnection between the new
loop and central loop) is rapid enough, a flare will occur
with short delay. If the energy input is less rapid but the
amount of accumulated energy is sufficient for a flare, coro-
nal disturbances may “trigger” it. As one example, coronal
shocks propagating from distant regions of the sun can trig-
ger “sympathetic” flares, much in the way an interplanetary
shock can trigger a substorm at Earth. If however the en-
ergy input is at a relatively low rate or there is no energy
being added, even strong triggers may be ineffective.

3. Summary
We have developed a scenario for double reconnection

involving three coronal loops at the sun which has an analog
to the case of interplanetary magnetic reconnection at the
Earth’s magnetosphere and reconnection in the magnetotail.
Our scenario emphasizes short duration energy storage time
scales in both the magnetosphere/ionosphere and at the sun.
If the energy input is rapid, flares/substorms occur. This
scenario is based on detailed observations made for storms
and substorms at Earth.

At this time, the authors do not speculate on what spe-
cific form the resultant energy from the (first) magnetic re-
connection process is stored at Earth and at the Sun. For
the Earth’s case, energy storage in the magnetotail, magne-
tosphere and in the ionosphere have been suggested. The
literature is extensive. For the solar case, Zirin and Tanaka
(1973), Neidig (1979), Hagyard et al. (1983) and Moore et
al. (2001) have suggested that shear in the magnetic field

is one mechanism. This may be the case for our model be-
tween the central and left-hand loop of Fig. 1. Kusano et
al. (2002) have suggested flux emergence was an important
feature for a November 1997 interval. Similarly Schrijver et
al. (2008) have indicated that electrical currents associated
with the emerging flux is important. In our model, the exis-
tence of the right-hand side emerging loop is such a feature.

All of the energy storage mechanisms mentioned above
(and more) may occur to varying degrees, depending on the
particular solar preconditions. It is possible that the path
of energy storage and release may be different for different
events.

4. Final Comments
We have proposed a double reconnection model that can

be applied to both substorms at Earth and to solar flares. We
emphasize that the rate of the first reconnection process is
important to determine if the substorm/flare: 1) will occur
immediately, 2) will occur with some delay, 3) could occur
if there is an external “trigger” and 4) may not occur at all.
Key to this scenario is that the energy input leaks away from
the storage site (as implied from magnetospheric results)
and the preexisting magnetotail/loop energy is not the main
source for the substorm/flare. The ideas presented in this
paper are readily testable.

One can envision obvious simple variations to this double
reconnection model. Flux emergence enhancing the cen-
tral loop will eliminate the need for the emergence of the
small right-hand loop. Otherwise, the scenario is the same.
Again, the rate of free energy input into the system will be
critical for the occurrence/lack of occurrence of a flare.
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The 3D spontaneous fast reconnection model is applied to well-known signatures of geomagnetic substorms
and solar flares. First, it is applied to the traveling compression regions (TCRs) associated with plasmoids
propagating down the tail plasma sheet, known as a definite signature of geomagnetic substorms, and the in-situ
satellite observations can be precisely explained, both qualitatively and quantitatively. Then, it is demonstrated
that the magnetospheric current wedge drastically evolves through field-aligned currents to link the tail current
to the auroral electrojet. It is also found that the well-known morphological features of two-ribbon flares can
be explained by the fast reconnection model. In particular, the joule heating, associated with the flare current
wedge, is shown to be important for the two-ribbon heating. Therefore, it is suggested that both solar flares and
geomagnetic substorms result from the same physical mechanism, i.e., the fast reconnection mechanism.
Key words: Fast reconnection, substorms, flares, TCR, current wedge.

The fast reconnection mechanism involving standing
slow shocks should be most responsible for explosive events
observed in space plasmas (Shibata, 1999). Then, question
is how the fast reconnection mechanism is realized in space
plasmas of extremely large magnetic Reynolds number. A
possible fast reconnection configuration was first proposed
by Petschek (1964), and it was suggested that the fast recon-
nection mechanism may be determined by external bound-
ary conditions (Vasyliunas, 1975). However, it can be real-
ized only when a localized resistivity is applied (Ugai and
Tsuda, 1977), and we have proposed the spontaneous fast
reconnection model and demonstrated by 2D and 3D MHD
simulations that the fast reconnection mechanism can be
realized as an eventual solution by the nonlinear instabil-
ity due to positive feedback between current-driven anoma-
lous resistivities and global reconnection flows (Ugai, 1984,
1986, 1992, 1999; Ugai and Zheng, 2005).

In general, the energy conversion principle can directly
be derived from Maxwell Equations as

∂

∂t

(
B2

2µ0
+ ε0E2

2

)
= −∇ · (E × B)/µ0 − E · J (1)

The electric energy is negligible for the Alfven time scale,
so that E × B indicates the magnetic energy flow, and E · J
the rate of conversion between magnetic and plasma ener-
gies. Any fast reconnection process involves magnetic en-
ergy inflow E × B toward the diffusion region and hence
requires the dissipation mechanism E · J > 0 in the diffu-
sion (reconnection) region. Hence, the reconnection elec-
tric field E at the X reconnection point must be sustained
by some dissipation mechanism. If there is no dissipation
mechanism, the reconnection electric field should readily
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ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
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be short-circuited by electrons in the small diffusion region
of electron inertial length of c/ωpe.

The generalized Ohm’s law may be written as
E + u × B = R, where R is composed of the resistivity
term Rη, the Hall term RH, the electron pressure-tensor term
Rp, and the electron inertial term Ri. For the Hall term,
RH · J = 0, so that it cannot have any direct influence on
the reconnection process, since it has no dissipation mech-
anism. In the diffusion region (u × B ∼ 0), R can be de-
scribed as ηJ since E · J > 0, where η(> 0) is the effec-
tive resistivity. The effective resistivity, usually provided
by Coulomb collisions, is extremely small in space plas-
mas, and if current densities are notably intensified, it may
result from wave-particle collisions due to current-driven
microinstabilites, such as ion acoustic, two-stream (Bune-
man), lower-hybrid drift instabilities (Lui, 2001). In fact,
anomalous resistivities are detected in laboratory plasmas
(Ono et al., 2001).

First, let us examine the physical conditions for the fast
reconnection evolution to be realized in actual 3D sys-
tems. Initially, we assume a current sheet system that con-
tains antiparallel magnetic fields Bx and a sheet current in
|y| < 1. Initiated by a small disturbance, all the phenom-
ena grow by the self-consistent interaction between the re-
connection flow and the effective resistivity. In order to
examine how magnetic reconnection is influenced by the
effective resistivity, we may assume the following resis-
tivity models. For the current-driven anomalous resistiv-
ity model (A), η(r, t) = kR [Vd(r, t) − VC] for Vd > VC

(Vd = |J/ρ|), where ρ is plasma density, and Vd the relative
electron-ion drift velocity. For another anomalous resistiv-
ity model (B), η(r, t) = kJ [|J(r, t)| − JC] for |J| > JC.
For the model (C), the Spitzer resistivity is assumed as,
η(r, t) = kC [T (r, t)/T0]−3/2, where T is the temperature.

We find that for the anomalous resistivity model (A) or
(B), if the threshold VC or JC is sufficiently large, the fast
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Fig. 1. (Upper) Magnetic field configuration with the isosurface of the
plasma pressure P , and (lower) plasma flow vectors for the anomalous
resistivity model (A), where the X neutral point is located at the origin.

reconnection mechanism fully evolves as a nonlinear in-
stability because of the positive feedback, since the recon-
nection flows grow so as to enhance the current density at
the X point by the pinch effect (Ugai, 1984, 1986, 1999).
Figure 1 typically shows the resulting configuration for the
anomalous resistivity model (A), where the fast reconnec-
tion mechanism involving slow shock builds up, and a large-
scale plasmoid is formed ahead of the Alfvenic fast recon-
nection jet. Here, the simulation domain is a rectangular
box, 0 ≤ x ≤ Lx = 20, 0 ≤ y ≤ L y = 6, and 0 ≤ z ≤
Lz = 9.8, with the mesh sizes �x = 0.04, �y = 0.015 and
�z = 0.1, and the conventional symmetry boundary condi-
tions are assumed on the z = 0, x = 0, and y = 0 planes
with the other outer planes being free boundaries. For the
Spitzer resistivity model (C), no effective reconnection oc-
curs because of the negative feedback, since the resistivity
becomes reduced because of the increase in temperature T
in the diffusion region (Ugai and Zheng, 2005). Note that
magnetic reconnection is strongly influenced by the effec-
tive resistivity, and the fast reconnection mechanism can be
realized for current-driven anomalous resistivities even in
general three dimensions.

Next, let us apply the spontaneous fast reconnection
model to substorm signatures observed by satellites. The
so-called traveling compression regions (TCRs) have been
clearly observed in the tail lobe of the Earth’s magneto-
sphere, and they were qualitatively expected to result from
the plasmoid bulge propagating down the central plasma
sheet. The TCR signatures have been studied in detail
(Slavin et al., 1993), and Fig. 2 typically shows the ob-
served magnetic field variations, which indicates the pulse-
like compression of the earthward (Bx ) field component as
well as the northward to the southward tilting of the Bz field
component. These fundamental features of TCR have been
theoretically discussed by Birn (1992) and by Young and
Hameiri (1992), but have not been verified in detail by nu-

Fig. 2. ISEE 3 magnetic field observations taken in the north lobe of the
tail at x = −73Re in GSM coordinates (after Slavin et al., 1993).

Fig. 3. Temporal variations of magnetic fields observed by virtual satel-
lites located in the magnetic field (low-β) region, where Bx , By and Bz

correspond to −Bx , −Bz and −By in GSM coordinates, respectively.

merical simulations.
In order to clarify the physical mechanism of TCR, 3D

MHD simulations of the spontaneous fast reconnection
model are performed with the same simulation model as in
Fig. 1. It should be noted that unlike the traditional plas-
moid, the resulting plasmoid contains no closed field lines
and is caused and sustained by the Alfvenic fast reconnec-
tion jet. Then, in order to directly compare the simula-
tion results with the satellite observations, virtual satellites
are located in the magnetic field region outside the central
plasma sheet in the simulation domain, which can readily
measure the temporal variations of magnetic fields in ac-
cordance with the plasmoid propagation (Ugai and Zheng,
2006a). Figure 3 shows the field components, measured
by the virtual satellites, which indicate the pulse-like field
compression Bx with the bipolar changes in By and Bz .
Then, another tearing suddenly occurs, leading to a small
plasmoid propagating outward, so that a small TCR is ob-
served at t ∼ 56. These results are in good agreement with
the actual satellite observations (Fig. 2) (Ugai and Zheng,
2006b).

Other well-known substorm signatures are the earthward
jet and the magnetic field dipolarization. In particular, when
a substorm builds up, the tail current sheet may suddenly
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Fig. 4. (Color online) Current flow lines starting from the segment,
2.16 < x < 2.72 at y = 0.27 and z = 13, at different times,
where contour lines of the reconnected field component By and the flow
velocity vectors u in the (z, x) plane are also shown, where the X neutral
point is located at x = Lx = 10.

be disrupted so that a substorm current wedge evolves to
link the tail current to the auroral electrojet through field-
aligned currents (McPherron et al., 1973). The importance
of current wedge has widely been recognized by satellite
and ground observations, but this long-standing question
has never been resolved theoretically. Recently, it is demon-
strated on the basis of the 3D spontaneous fast reconnection
model that when the fast reconnection jet collides with the
closed field lines in the near-Earth magnetosphere, the dras-
tic current wedge evolution can be realized (Ugai and Kon-
doh, 2006).

We have also found that only when the east-west width of
the tail current sheet is 3–4 times larger than its thickness,
the 3D fast reconnection mechanism and the current wedge
can fully be set up (Ugai and Shimizu, 1996; Ugai, 2007).
For this case, Fig. 4 shows the resulting current flow lines,
where the contour lines of the reconnected field component
By and the flow velocity vectors u in the (z, x) plane are
also shown. In this model, magnetic reconnection is initi-
ated at x = Lx = 10, and the x = 10 plane as well as the
x = 0 plane is assumed to be the symmetry boundary. We
readily see that when the closed field lines in the near-Earth
magnetosphere is compressed by the 3D fast reconnection
jet, the sheet current (Jz < 0) ahead of the closed field lines
drastically turns its direction toward the foot points of close
field lines through field-aligned currents. This is generally
consistent with the predicted substorm current wedge.

In view of morphological similarities between flares and
substorms, the spontaneous fast reconnection model may
also be applied to two-ribbon flares. Unlike in-situ obser-
vations in the Earth’s magnetosphere, magnetic fields can
hardly be measured in the solar corona. In this sense, any
theoretical model of solar flare is circumstantial, so that it is

Fig. 5. (Color online) Plasma flow vectors and contour lines of the joule
heating ηJ2, where the fast reconnection flow velocity ux < 0 attains
the Alfven velocity, VA ∼ −2.7, measured in the low-β region.

essential to clarify the well-known morphological features
that have been obtained from satellite observations. The
previous theories were mostly based on the cartoon model
based on the 2D Petschek reconnection configuration, and
it was supposed that the chromospheric flare heating should
be caused directly from the coronal plasma heated and ac-
celerated by 2D reconnection shocks.

The solar surface is modeled as follows. An antiparallel
magnetic field B = [Bx (y), 0, 0] is initially assumed as:
Bx (y) = sin(πy/2) for 0 < y < 1; Bx = 1 for 1 < y < 4;
Bx = cos [(y − 4)π/1.2] for 4 < y < 4.6; Bx = 0 for y >

4.6; also, Bx (y) = −Bx (−y) for y < 0. Fluid velocity u =
(0, 0, 0), and plasma pressure P(y) satisfies the pressure-
balance condition, P + B2

x = 1 + β0, where β0 = 0.15 is
taken. Also, plasma density ρ initially satisfies ρ(x, y) =[
R0 exp

[−(x/0.4)4
] + 1

]
P(y)/(1 + β0), where R0 = 100

is taken, so that x = 0 corresponds to the chromosphere,
and the corona is for x � 0.4. In the chromosphere, placed
in the x = 0 plane, the plasma density is assumed to be
100 times larger than in the corona for x > 0.4, so that
the temperature in the corona is 100 times larger than in the
chromosphere.

An initial disturbance is imposed at x = Lx = 10 on the
initial configuration, and then the current-driven anomalous
resistivity models are assumed. Figure 5 illustrates the
resulting plasma flow vectors and contour lines of the joule
heating ηJ2. The joule heating in the (x, y) plane mostly
indicates the standing slow shock layer, across which the
plasma is accelerated to the Alfven velocity. The plasmoid,
propagating in the negative x direction (at t = 39), collides
with the chromosphere (x = 0) at t ∼ 42, leading to
sudden current wedge evolution, which may be called the
flare current wedge by analogy with the substrom current
wedge. For t > 42, distinct plasma downflows (ux < 0)
toward the chromosphere (x = 0) occur along the magnetic
loop boundary.

The flare current wedge causes an extreme increase in
the current density (hence an anomalous resistivity) in the
chromosphere (x = 0). Hence, Fig. 5 indicates that re-
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Fig. 6. (Color online) Temperature distributions, shown by contour lines
at x = 0, where the maximum temperature becomes more than 20 times
its initial value.

markable joule heating occurs along the thin layer in the
chromosphere near the seperatrix, which bounds the pre-
and post-reconnection field lines. In particular, the strongest
heating occurs impulsively at times t = 42 and 43. Accord-
ingly, Fig. 6 shows the resulting temperature distributions,
and demonstrates that at t = 42 the temperature is sud-
denly enhanced distinctly in the chromospheric thin layer,
which presents the two-ribbon structure because of the sym-
metry boundary conditions. Hence, the plasma pressure is
notably enhanced in the chromosphere to cause distinct up-
ward flows (ux > 0) from the chromosphere at t = 48
inside the loop, which is consistent with the so-called chro-
mospheric evaporation observed during flares. The joule
heating layer moves in the positive y direction as the re-
connected field lines are piled up, and the cusp-shaped flare
loop expands outward. These results are consistent with the
well-known morphological features of two-ribbon flares.

In summary, in-situ satellite observations of TCR signa-
tures can exactly be explained by the 3D spontaneous fast
reconnection model (Figs. 2 and 3). Also, the 3D fast re-
connection jet causes drastic evolution of magnetospheric
current wedge (Fig. 4). For this theoretical model, current-
driven anomalous resistivities are essential, and the current
disruption occurs just ahead of the closed field lines to form
the current wedge (Fig. 4). Interestingly, these basic fea-
tures are rather consistent with those of the current disrup-
tion model (Lui, 1996). In addition, it is demonstrated that
the well-known morphological features of two-ribbon flares
are pertinently explained by this theoretical model (Figs. 5
and 6). In particular, the drastic increase in the chromo-
spheric temperature occurs in the shape of two ribbons, and
the resulting coronal flare loop is expanding outward. Also,
the definite chromospheric evaporation occurs. These re-

sults suggest that both solar flares and geomagnetic sub-
storms result from the same physical mechanism, i.e., the
fast reconnection mechanism.
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Coronal loops, flare ribbons and aurora during slip-running
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Solar two ribbon flares are commonly explained by magnetic field reconnections in the low corona. During
the reconnection energetic particles (electrons and protons) are accelerated from the reconnection site. These
particles are following the magnetic field lines down to the chromosphere. As the plasma density is higher in
these lower layers, there are collisions and emission of radiation. Thus bright ribbons are observed at both ends
of flare loops. These ribbons are typically observed in Hα and in EUV with SoHO and TRACE. As the time
is going, these ribbons are expanding away of each other. In most studied models, the reconnection site is a
separator line, where two magnetic separatrices intersect. They define four distinct connectivity domains, across
which the magnetic connectivity changes discontinuously. In this paper, we present a generalization of this model
to 3D complex magnetic topologies where there are no null points, but quasi-separatrices layers instead. In that
case, while the ribbons spread away during reconnection, we show that magnetic field lines can quickly slip along
them. We propose that this new phenomenon could explain fast extension of Hα and TRACE 1600 Å ribbons,
fast moving HXR footpoints along the ribbons as observed by RHESSI, and that it is observed in soft X rays with
Hinode/XRT.
Key words: Sun: flares, magnetosphere: aurora.

1. Introduction
Eruptions occur at locations on the Sun where there

is a build-up of a large amount of magnetic energy and
when this energy is released via some reconnection pro-
cess. Many models deal with how this energy release is ac-
complished; for example Forbes and Isenberg (1991), Lin et
al. (1998) discuss on the convergence of magnetic flux be-
low a flux tube situated along a magnetic polarity inversion
line that leads to enhancement of the flux tube and erup-
tion. Chen and Shibata (2000) presents a model where erup-
tion results when the tension of the sheared arcade or flux
tube field is weakened via reconnection between the main
magnetic field and emerging flux (kind of “tether-cutting”
mechanism). Antiochos et al. (1999) discuss instead disrup-
tion of field lines and reconnection above flux tubes. To de-
termine which of the mechanism is predominantly respon-
sible for eruptions it is necessary to observe the onset and
the evolution of flares. The coronal plasma is frozen into
the magnetic field almost everywhere except where current
sheets can be formed and then dissipated. Current sheets de-
velop along separatrices when the magnetic configuration
evolves quasi-statically or dynamically. A very powerful
tool to understand where the energy could be deposited is to
study the magnetic topology of the active region, since it de-
fines where magnetic reconnection is expected to occur (see
reviews of Démoulin, 2005; Longcope, 2005; Schmieder,
2006).

In the first section, magnetic topology models are pre-
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sented. In the second and third sections, we review eruptive
and compact flares showing that their dynamics cannot be
neglected to interpret the formation of long ribbons with
evolving Hα, UV brightenings and X-ray kernels. New
simulations are briefly described. Slip-running reconnec-
tion simulation explains the fast motion of X-ray sources
along flare.

2. Magnetic Topological Models
Coronal activities such as flares, eruptions and general

heating are often attributed to the manner in which the coro-
nal field responds to photospheric motion. The coronal
plasma has a low resistivity and to release efficiently the
free energy, small length scales have to be created. Coro-
nal magnetic fields are forced to evolve continuously by
slow photospheric velocities (0.1 km/s), faster velocities
still lower to the typical Alfvén velocity (∼1000 km/s) may
exist during magnetic flux emergence. In this context mag-
netic configurations, with a slow evolution at the boundary
leads to the formation of very thin current layers play a key
role (review of Démoulin, 2006). Let us recall some classi-
cal definitions of magnetic configuration and reconnection.
Separatrices are magnetic surfaces where the magnetic field
line linkage is discontinuous, thus where the field lines can
change abruptly of connectivity. In 2D configuration the re-
connection occurs at a X-point (null point) where the mag-
netic vanishes, in 3D configuration the intersection of the
field lines occur along the separator, intersection of the sep-
aratrices. Current sheet form along the whole separatrices
when shearing flows are present in the photosphere. The
flare ribbons are found at the intersections of the separatri-
ces and the chromosphere.
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Flare ribbons and loops evidence the locations where the
stored energy is released. For testing the spatial localization
of the energy release sites, it is needed to extrapolate the
field lines in the corona using photospheric magnetograms
as a boundary condition. When the magnetic field is no
more represented by point charges but maintained contin-
uously as observed, there are not necessarily separatrices
to interpret the ribbons: a generalization of the concept of
separatrices does provide an interpretation of 3D magnetic
reconnection (Démoulin et al., 1996a, 1997). This new con-
cept is based on the existence of quasi-separatrice layers
(QSL) for general magnetic fields anchored to a boundary.
QSLs are defined as volumes where magnetic field lines can
change of connectivity abruptly. There are no coronal null
points in such configurations. Such topological properties
are insensitive to detailed geometry of the magnetic field,
and thereby create a very robust tool to understand the loci
of flare energy release. The intersections of QSLs and the
chromosphere are restricted to smaller regions than in the
case of separatrices and match better the shape of the rib-
bons (Schmieder et al., 1997).

3. Eruptive Flares
Firstly we investigated the regions of large flares, we

called eruptive flares when a coronal mass ejection (CME)
is related to the flare. In this frame, Chen and Shibata
(2000) and Lin (2004) proposed unified models. As the
magnetic field lines are reconnected, a plasmoid is escaping
and forming the CME. During the reconnection, electrons
are precipiced downwards to denser layers. They heat the
plasma and form the so-called two bright ribbons in the
chromosphere (visible in Hα, in Ca II H by Hinode/SOT,
the 1600 Å continuum by TRACE), in the transition region
(CDS, EIT and TRACE). Between the ribbons, loops are
observed in different wavelengths: bright X ray loops, in
coronal lines 171 Å and 195 Å and bright or dark in Hα as
they are cooling (Schmieder et al., 1996; DelZanna et al.,
2006a). The loops form growing arcades with higher and
higher hot loops while the reconnection point is rising. In
the ribbons, kernels are the footpoints of loops (DelZanna et

al., 2006b). It was shown that the later arcades are less and
less sheared (Su et al., 2006). During cooling process the
two ribbon distance is increasing. In complex active regions
different systems of ribbons can be formed and developed
in a fast time, of the order of few minutes (14 July 2000,
28 October 2003, 13 September 2005, 27 May 2003). In
the event of 13 September 2005 a series of 10 flares occur
within one day and even a series of 3 flares (X1.4, X 1.5,
X1.7) in three hours. The concerned active regions are all
complex containing a spot with constant new emerging field
with fast moving polarities. It is difficult to identify the
trigger of each flare of the series.

Nevertheless, we are able to find the locations where the
magnetic reconnection is possible and produce flares by
analyzing the topology either by lfff (linear-force-free field)
extrapolation when the shear is weak enough, otherwise by
nlfff (non linear-force-free field) methods of extrapolation
have to be applied (Régnier and Canfield, 2007).

Many models of flare onset are developed based on
tether-cutting or straining forces (Klimchuk, 2001). For
large quadrupolar configuration, the breakout model pro-
posed by Antiochos (1999) seems to be successful for some
cases (Aulanier et al., 2000). The existence of null point
which was pointed out in the Antiochos model does not
seem to be a necessary condition for breaking the overly-
ing lines (Schmieder et al., 2006; Mandrini et al., 2006).
Reconnection could occur in quasi separatrices layers with
no null points (Li et al., 2006; Schmieder et al., 2007).

4. QSL Reconnection with Slippage of Magnetic
Field Lines

In the previous section we have shown complex examples
of flares with multiple ribbons formed at different places
successively. Here we present a simple compact flare with
no CME in order to study in details the dynamics of the
ribbons, not the well known increasing distance of the rib-
bons versus time but the fast lateral extension of the ribbons.
The flare occurs in a sheared active region at the location of
a small emerging flux (Berlicki et al., 2004). The obser-
vation in Hα shows two ribbons, one of them is relatively

Fig. 1. Magnetic field lines extrapolated in a linear force free configuration and Hα ribbons of the 22 October 2003 flare for two times observed with
the VTT in Canaries showing the fast extension of the ribbons (Berlicki et al., 2004).
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Fig. 2. Quadrupolar magnetic reconnection with slip-running field lines for three different times. The darker field lines have a fixed footpoint anchored
in a fixed point in the right source, the other footpoint is slip-running continuously along the quasi-separatrice layer. During the reconnection, the
plasma in the different field lines will be successively heated with footpoints visible as bright kernels. This behaviour explains the fast extension of
ribbons (Aulanier et al., 2006).

Fig. 3. Sketch of the formation of aurora due to magnetic reconnection in a QSL configuration.

short and stays short, the other one is developing an exten-
sion in a few minutes. The conclusion of the Berlicki et al.
(2004)’s paper was that there was a series of reconnections
in the corona. The question arises to know if this was really
due to multiple reconnections. We performed a lfff extrap-
olation using the data base of FROMAGE and pointed out
the existence of loop-like field lines growing with one fixed
footpoint and the other footpoint was slip-running along the
ribbon (Fig. 1).

Aulanier et al. (2006) propose a new idea with the slip-
page of the field lines along the QSLs (Fig. 2). Using time
dependent MHD simulation it is shown the possibility of
field lines to change connectivity in a continuously way
and not abruptly like in the classical null point reconnec-
tion where field lines clearly connect by pair. This process
can take place in many solar flares. Magnetic field configu-
rations with fields weakly stressed by asymmetric line-tied
twisting motions are considered. When the line-tied driv-
ing is suppressed, magnetic reconnection is solely due to
the self-pinching and dissipation of current layers formed
along QSLs. For thin QSLs and high resistivity, the field
line footpoints slip-run at super-Alfvénic speeds along the
intersection of the QSLs with the chromosphere. Since par-
ticles are probably accelerated in reconnection regions or

in the vicinity, slip-running reconnection could explain the
fast extension of the ribbons in all the wavelengths, being
the result of heat of the plasma as particles travel in denser
plasma. Recently Hinode observed moving loops moving
that have been interpreted as due to the slippage of mag-
netic field lines (Aulanier et al., 2007).

5. Reconnection in the Magnetosphere in QSLs
Making an analogy between solar flares and magneto-

spheric substorms, we can conjecture that QSL reconnec-
tion may very well occur in the latter. Indeed, the geometry
of the Earth magnetosphere can possibly make the appear-
ance of real 3D null points impossible in the magneto-tail
when it is stretched anti sunward. This does not preclude
the development of rotational discontinuities in the tail, i.e.
of 2D null points with an azimuthally guide field, as often
reported in global models of the magnetosphere. But so-
lar models teach us that the latter configurations can corre-
spond to a hyperbolic flux tube (HFT), hence to QSLs when
the system is viewed globally. Assuming that substorms
correspond, on large scales, to the formation of a fully 3D
twisted flux rope rooted in the ionosphere (and not a 2D
plasmoid), we can transpose the solar Cartesian 3D model
of Démoulin et al. (1996a) to the Earth spherical geome-
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try, replacing the solar photosphere by the ionosphere and
the solar corona by the magnetosphere. This topology nat-
urally possesses QSLs between the flux rope and the outer
fields, that intersect at a HFT located between the Earth and
the flux rope, and whose footprints have J shapes. In this
picture, polar auroras are the equivalent to chromospheric
flare ribbons, i.e. they are due to the impact of particles ac-
celerated from the reconnection site, i.e. the HFT.

Transposing our recent findings about slip running recon-
nection in the corona to the magnetosphere, we predict and
interpret by the latter model the following evolution of au-
rorae: (1) the aurora starts to form a point-like brightening
at the ionospheric footpoint of the HFT, where QSL recon-
nection is the most efficient since that is where the strongest
field aligned currents (i.e. parallel electric fields) naturally
develop, according to Aulanier et al. (2005); (2) the au-
rora brightnings expand along the footprint of the J-shaped
QSLs predicted by Démoulin et al. (1996b), azimuthally in
the Earth case; this fast development is due to slip-running
reconnection at the HFT (as described in Aulanier et al.,
2006) in the magneto-tail during the formation of the flux
rope that it later ejected anti-sunward. We do not know
whether these dynamics of polar aurorae are frequently ob-
served or not, so we would like to encourage further studies
to test our present transposition of solar slip-running recon-
nection models to magnetospheric models (Fig. 3).

6. Conclusion
Flares and eruptions are dynamical events which evolve

with a fast speed. Past flare models were static in 2D and
3D. They provided good insight on the magnetic topology
of active regions and the loci of possible deposit of energy.

We have shown that MHD simulations explain some par-
ticular aspects of the dynamics of flares. In one case we
have shown how slip-running magnetic field lines in quasi-
separatrice can mimic fast extension of Hα and UV ribbons
observed by THEMIS and TRACE and running XRT loops
observed by Hinode. Finally, making an analogy between
solar flares and magnetospheric substorms, we can conjec-
ture that QSL reconnection may very well occur in the lat-
ter.
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Three-dimensional instability of spontaneous fast magnetic reconnection is studied using MHD (magneto-
hydro-dynamic) simulation. Previous two-dimensional MHD studies have demonstrated that, if a current-driven
anomalous resistivity is assumed, two-dimensional fast magnetic reconnection occurs and two-dimensional large-
scale magnetic loops, i.e., plasmoids, are ejected from the reconnection region. In most two-dimensional MHD
studies, the structure of the current sheet is initially one-dimensinal. On the other hand, in recent space plasma
observations, fully three-dimensional magnetic loops frequently appear even in the almost one-dimensional
current sheet. This suggests that the classical two-dimensional fast magnetic reconnection may be unstable to
any three-dimensional perturbation, resulting in three-dimensional fast magnetic reconnection. In this paper,
we show that a three-dimensional resistive perturbation destabilizes two-dimensional fast magnetic reconnection
and results in three-dimensional fast magnetic reconnection. The resulting three-dimensional fast reconnection
repeatedly ejects three-dimensional magnetic loops downstream. The obtained numerical results are similar to
the pulsating downflows observed in solar flares. According to the Fourier analysis of the ejected magnetic loops,
the time evolution of this three-dimensional instability is fully non-linear.
Key words: Magnetic reconnection, solar flare, MHD simulation.

1. Introduction
Fast magnetic reconnection provides a physical mecha-

nism by which magnetic energy is explosively converted
into plasma kinetic and thermal energies. This mechanism
has been considered to play a crucial role in solar flares and
geomagnetic substorms. Fast magnetic reconnection has
been reported in many numerical magneto-hydro-dynamic
(MHD) studies (e.g., Ugai and Tsuda, 1977). On the other
hand, the plasma jets and magnetic loops associated with
fast magnetic reconnection have been also reported in space
satellite observations of solar flares (Masuda et al., 1994;
Shibata et al., 1995; Shibata, 1996; Yokoyama et al., 2001;
Asai et al., 2004). In particular, in some observation re-
ports, the three-dimensional (3D) structure of fast magnetic
reconnection was discussed (Shibata et al., 1995; Asai et
al., 2004). Asai et al. (2004) reported that the intermittent
plasma downflows observed in solar flares may be caused
by fast magnetic reconnection in the high-altitude corona.
In order to theoretically explain the observation data, they
suggested that 3D fast magnetic reconnection may occur
even in a uniform (1D) current sheet and, hence, the ejected
3D magnetic loops may be strongly localized in the cur-
rent sheet direction. To explain the formation of impulsive
plasma downflows, Linton and Longcope (2006) proposed a
theoretical 3D model. However, it is still unclear how such
a 3D fast magnetic reconnection process occurs in the 1D
current sheet.

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
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ences; TERRAPUB.

In this paper, the 2D spontaneous fast magnetic recon-
nection model proposed by Ugai is numerically developed
to a 3D model. At this point, note that the study shown
in this paper is basically different from the 3D studies re-
ported by Ugai and collegues (Ugai et al., 2004, 2005). In
the studies reported by Ugai, since the initial resistive dis-
turbance is strongly localized in the sheet current direction,
it directly results in a “single” 3D fast magnetic reconnec-
tion. In contrast, in the work presented here, the initial re-
sistive disturbance is almost 2D but only includes a “very
weak non-uniformity (perturbation)” in the sheet current di-
rection, resulting in “multiple” 3D fast magnetic reconnec-
tion processes. In other words, this paper shows that the
2D fast reconnection process is basically unstable for a 3D
perturbation. As a result, the destabilized 2D fast magnetic
reconnection can be three-dimensionally localized even in
a 1D current sheet. At the time, some 3D magnetic loops
are repeatedly ejected from the reconnection region. These
features of 3D fast reconnection seem to be consistent with
the observation data of intermittent plasma downflows ob-
served in solar flares.

2. Simulation Setup
In the spontaneous fast magnetic reconnection model, the

reconnection process is initiated by a small resistive distur-
bance in the current sheet (Ugai and Shimizu, 1996; Ugai,
1999). After the initial disturbance is removed, fast recon-
nection spontaneously develops by a current-driven anoma-
lous resistivity enhanced by the nonlinear tearing instability.
Hence, no external driven mechanism is required to keep the
reconnection process going.

569
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The MHD simulation procedures are basically the same
as in Ugai (1987), except for the initial resistive disturbance
shown later, in this article i.e., Eq. (1). The 3D compressible
MHD equations are used. The computational region is
restricted to the first quadrant and set to be a rectangular
box, (0 ≤ x ≤ Lx , 0 ≤ y ≤ L y , 0 ≤ z ≤ Lz), because
of the conventional symmetry boundary conditions with
respect to the xz-plane at y = 0, yz-plane at x = 0, and
xy-planes at z = 0 and Lz . On the other boundaries, free
boundary conditions are assumed, where all the quantities
are determined by the state of the inner region, so that the
first derivatives of the quantities in the direction normal
to the boundaries vanish (the normal component of B is
determined by the solenoidal condition). Because of the
symmetry boundary conditions for xy-planes at z = 0 and
Lz , the simulation box is closed in the z-direction. In other
words, the simulation box may be considered to be periodic
in the z-direction, where 2Lz is the maximum wave length
for all the z-directional MHD waves. The computational
region Lx = 30, L y = 10, and Lz = 20 are taken with the
mesh points Nx = 880, Ny = 1000, and Nz = 100.

3. Simulation Results
3.1 The initial stage

The simulation starts with β0 = 0.15 in the magnetic
field region, which consists of Bx0 = 1.0 and P0 = 0.075.
Initially, every magnetic field line is exactly set up in the
x-direction. The current sheet is initially formed on the xz-
plane and the current is flowing in the negative z-direction.
In the initial current sheet, Bx monotonously varies from
Bx0 at y = +1 to zero at y = 0. Then, Bx = Bx0 is
set for y > +1. There is no initial plasma flow. The
Alfven speed VA is unity in the initial upstream magnetic
field region based on Bx0 = 1.0, and the Alfven transit time
to pass the distance of Lx = 30 is set as T = 30 in the time
scale.

The initial resistive disturbance shown below initiates a
tearing instability in the current sheet during 0 < T < 4,
which is strongly localized around the z-axis.

η0 = 0.04 exp
(−α

(
x2 + y2

)) {1 + 0.01 cos (π z/Lz)}
(1)

where α = 0.01. In this initial resistive disturbance, the
magnetic Reynolds number is estimated to be 25 at the
origin. Note that this resistive disturbance fluctuates only by
1% in the z-direction, which is the sheet current direction.
Accordingly, the resulting reconnection process is expected
to be nearly 2D. In fact, the magnetic loop ejected firstly
from the reconnection region is almost 2D, as shown later
in Fig. 1.

After T = 4, η0 is removed and, instead, the current-
driven anomalous resistivity η1 shown below is switched
on, which starts to drive the fast magnetic reconnection after
about T = 20.

η1

{ = 0.002(Vd − Vc) for Vd ≥ Vc (2)

= 0.0 for Vd < Vc (3)

where Vd = |J |/ρ is the ion-electron drift velocity and
Vc = 4.0 is set. The current density J is obtained from

Fig. 1. Some of magnetic field lines, a contour map of By field intensity,
and a pattern of flow velocity at T = 48.

Fig. 2. The figure format is the same as Fig. 1 but at T = 60.

rotB and is unity at the center of the initial current sheet,
i.e., y = 0. Also, the uniform plasma density ρ is initially
set to be unity.
3.2 The first stage (2D fast reconnection)

Figure 1 shows magnetic field lines on three xy-planes
for z = 0, 0.5Lz , and Lz with a By contour map and plasma
flow vectors on an xz-plane for y = 0 at T = 48. Along
the z-axis, the magnetic neutral line for fast reconnection
process is formed. The magnetic field lines in all three xy-
planes are very similar. In addition, the By contour map and
plasma flow vectors are almost uniform in the z-direction.
Hence, at this time, the fast magnetic reconnection process
is 2D, and a 2D large-scale magnetic loop is formed be-
tween 15 < x < 30.
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Fig. 3. By contour map on the xz-plane at y = 0 and T = 45.

Fig. 4. By contour map at T = 60.

Fig. 5. By contour map at T = 75.

3.3 The second stage (3D fast reconnection)
Figure 2 shows the numerical result similar to Fig. 1

but for T = 60. The 2D large-scale magnetic loop in
20 < x < 30 corresponds to the one in 15 < x < 30 of
Fig. 1, so the loop is propagating with the reconnection jets.
More exactly, the propagating speed is about 0.6VA and is
a little slower than the jet speed VA. In addition, another
small magnetic loop is observed in the vicinity of the origin,
which is marked by “A” in Fig. 2. Since this magnetic loop
is not observed in the magnetic field lines of z = 0.5Lz and
Lz , the loop structure is evidently 3D. This 3D magnetic
loop is a result of the z-directional perturbation in the initial
resistive disturbance Eq. (1). In Fig. 2, the By contour
map on the xz-plane at y = 0 is also shown, which is
the intensity of the reconnected magnetic field. Clearly, the
3D magnetic loop marked by “A” corresponds to a high-
intensity island on the By contour map, which is a little
extended in the z-direction and largely curved in the positive
x-direction.
3.4 Time variation of By contour map

Figures 3, 4, and 5 show By contour maps on the xz-plane
for y = 0 at T = 45, 60, and 75. In Fig. 3, no 3D magnetic
loop is observed and a 2D magnetic loop is only observed
as vertical bands at 13 < x < 17. This is consistent
with Fig. 1. Figure 4 is exactly the same as the contour
map in Fig. 2, where Lz = 20. In Fig. 4, a 3D magnetic

Fig. 6. Z -directional Fourier analysis of By contour map on xz-plane at
T = 45.

Fig. 7. Z -directional Fourier analysis at T = 60.

Fig. 8. Z -directional Fourier analysis at T = 75.

loop appears and then, in Fig. 5, slightly propagates in the
positive x-direction. In addition, in Fig. 5, considering the
symmetry boundary condition on the x-axis, i.e., z = 0, two
3D magnetic loops are also observed as small round-shape
islands at (x, z) = (5, 5) and (7, 0).
3.5 z-directional Fourier analysis

Figures 6, 7, and 8 respectively show the z-directional
Fourier analysis of Figs. 3, 4, and 5 as the contour map
of the Fourier components. These figures show the time
variation from T = 45 to 75. The vertical axis Rz of these
figures is scaled as the inverse of the z-directional wave
length λz , where unity Rz = (1/λz) = 1 is equivalent to
1/(2Lz). Note that 2Lz corresponds to the wave length of
the z-directional resistive perturbation in Eq. (1). In Fig. 6,
the growth of the Fourier components 1 ≤ Rz < 10 related
to the 2D magnetic loop is observed at x = 13. In Fig. 7,
the Fourier components move to x = 21, and new Fourier
components 1 ≤ Rz < 10 widely appear in the 3D magnetic
loop region located in 2 < x < 5. Next, in Fig. 8, the
new Fourier components widely spread in the x-direction,
because of the multiple formations of 3D magnetic loops
in Fig. 5. Since the initial resistive disturbance Eq. (1)
only has Rz = 1 component, the higher-order components
Rz ≥ 2 are generated by the non-linear instability of the fast
magnetic reconnection. In Figs. 6 and 7, the 2D magnetic
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Fig. 9. Time variation of some z-directional Fourier components which
are averaged over 0 < x < Lx .

loop also generates the higher-order components Rz ≥ 2.
However, evidently, the higher-order Fourier components
related to 3D magnetic loops are spread more widely than
those of the 2D magnetic loop.

Figure 9 shows the time variation of four typical z-
directional Fourier components for the By contour map,
where k = Rz . On the 2D stage (T < 50), the k = 1 com-
ponent that corresponds to the z-directional perturbation in
Eq. (1) linearly grows up and, on the 3D stage (50 < T ), al-
most saturates. As mentioned in Figs. 7 and 8, since Eq. (1)
has no Rz = k ≥ 2 components, such higher-order compo-
nents should be created from the k = 1 component, due to
the non-linear instability in the 3D fast magnetic reconnec-
tion. In fact, the higher-order components rapidly grow up
after the linear growth of k = 1.

4. Summary
In this paper, we have shown that 2D fast magnetic recon-

nection caused by a current-driven anomalous resistivity is
unstable to a 3D resistive perturbation. In fact, in this MHD
model, the initial current sheet has exactly a 1D structure,
and every setup is exactly prepared for 2D fast magnetic re-
connection, except for the initial 3D resistive perturbation
η0. At this point, note that the 3D fast reconnection process
reported by Ugai (Ugai et al., 2004, 2005) is largely dif-
ferent because the initial resistive disturbance employed in
his papers includes a largely non-uniform component along
the neutral line and, hence, the resulting fast reconnection
processes is fully 3D even on the first stage. In contrast,
as shown in Fig. 1, the fast reconnection studied in this pa-
per is still 2D on the first stage. The 3D fast reconnection
is spontaneously caused after the 2D fast reconnection has
been established. In addition, as shown in the time variation
of Fig. 9, the z-directional higher-order Fourier components
generated by the 3D instability rapidly grows after the 2D
stage. This means that the 3D instability shown here is fully
non-linear.

As shown in Fig. 5, the appearance of the multiple 3D
magnetic loops means that 3D fast reconnection process
is pulsating. This may support the intermittent downflow
reported by Asai et al. (2004), where 3D magnetic loops

may be repeatedly ejected even on the 1D current sheet, due
to the fast magnetic reconnection.

In the next step of this study, the temporal dynamics
of ejected magnetic loops must be studied. In the tem-
poral dynamics, some of the ejected magnetic loops may
merge into a magnetic loop in the downstream region. Fi-
nally, few large-scale magnetic loops can only survive. At
this point, the 3D fast reconnection model shown in this
paper may be closely related to the fractal and intermit-
tent reconnection model that was proposed by Shibata and
Tanuma (2001) to explain the solar flare observation data
as a time-development from micro-reconnection processes
to a macro-reconnection process. Since their basic concept
is a 2D model, the 3D fast reconnection shown here should
give a new view point to their model.
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Patchy reconnection in a Y-type current sheet
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We study the evolution of the magnetic field in a Y-type current sheet subject to a brief, localized magnetic
reconnection event. The reconnection produces up- and down-flowing reconnected flux tubes which rapidly
decelerate when they hit the Y-lines and underlying magnetic arcade loops at the ends of the current sheet. This
localized reconnection outflow followed by a rapid deceleration reproduces the observed behavior of post-CME
downflowing coronal voids. These simulations support the hypothesis that these observed coronal downflows are
the retraction of magnetic fields reconnected in localized patches in the high corona.
Key words: Solar, corona, flare, reconnection.

1. Introduction
Reconnection is believed to be a key process allowing

the excitation of solar flares and coronal mass ejections
(CMEs). The reconnection releases significant magnetic
energy, leading to solar flare heating, and changes magnetic
topologies, allowing CME magnetic fields to erupt and es-
cape the solar corona into interplanetary space. Observa-
tions of the flaring which occurs behind recently erupted
CMEs show downflowing voids (see, e.g., McKenzie and
Hudson, 1999; Gallagher et al., 2002; Innes et al., 2003;
Asai et al., 2004; Sheeley et al., 2004) which push their way
through the heated flare plasma in the high corona. These
downflowing voids, observed by TRACE, Yohkoh SXT,
and Hinode XRT, have been shown to be evacuated struc-
tures. They are therefore not cool, dense plasma blobs being
pulled down by gravity, but rather appear to be evacuated
loops of magnetic field being pulled down by the magnetic
tension force (McKenzie and Hudson, 1999). The three di-
mensional (3D) structure of these voids breaks up the two
dimensional (2D) symmetry of the flare current sheet and
arcade, implying that the reconnection which creates these
voids occurs in localized 3D patches rather than uniformly
along the current sheet. The reconnected field from this
patchy reconnection takes the shape of individual 3D flux
tubes rather than extended 2D sheets of field. In this let-
ter, we study whether the formation of magnetic loops high
in the corona via a 3D patch of reconnection creates struc-
tures consistent with the morphology and dynamics of these
coronal voids.

In Linton and Longcope (2006), we showed that the
shapes and evolutions of such magnetic loops in a one di-
mensional (1D) Harris type current sheet are consistent with
observations of these downflowing loops. The cross sec-
tions of the simulated magnetic loops form teardrop shapes,

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

similar to that of the voids, while the 3D structure of the
loops is similar to the structure of the coronal loops which
appear below these voids, e.g., as seen by Sheeley et al.
(2004).

However, there is a key aspect of the void dynamics
which the initial 1D nature of the Harris current sheet
cannot reproduce. This is the rapid deceleration of the
voids once they reach the post-flare arcade loops in the low
corona. Sheeley et al. (2004) have shown that the speeds of
these voids through the high corona are relatively constant
until they hit the coronal arcade, when they rapidly decel-
erate. As the Harris current sheet continues unchanged to
the edge of the simulation, there is no arcade of loops at
the base of such a current sheet with which the voids col-
lide. To study this deceleration, we therefore now simulate
this patchy reconnection in a Y-type current sheet (Green,
1965). The Y-type current sheet terminates at a set of mag-
netic arcade loops, as shown in Figs. 1(a) and 2(a). The
intersections of the current sheet and the outermost of these
arcade loops forms the two Y-lines, at z = ±L in Fig. 1(a).
These arcades make the current sheet more representative
of a post-CME coronal current sheet with underlying ar-
cade fields. Note that these Y-lines are not Y-type nulls, as
there is a uniform guide field in both the current sheet and
the arcade, so the field strength does not go to zero at the Y-
lines, even though the reconnection component of the field
does go to zero here.

We study the effect of a localized reconnection event in
this current sheet, focusing on the form of the reconnected
field, and on whether it decelerates once it hits the Y-line
and the coronal arcade below it. The current sheet config-
uration and the simulation setup are discussed in Section 2,
the results are described in Section 3, and our conclusions
are summarized in Section 4.

2. Simulations
The simulations were performed using the magneto-

hydrodynamic (MHD) code ARMS (Adaptively Refined
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Fig. 1. Magnetic field of the Y-type current sheet in the y = 0 plane, with a magnetic reconnection patch imposed at z = 2L/3 for a time tvA0/L = 0.6.
The vectors show the magnetic field in the plane, while the greyscale shows the guide field component, with white representing maximum positive
field. The panels show the simulation at times tvA0/L = [0.2, 0.7, 1.1, 1.6, 2.1, 2.6, 3.1, 3.5]. The x boundaries of each panel shown are at
x = ±3L/4π .

MHD Solver) on the Cray XD1 supercomputer at the Naval
Research Laboratory. The code was used to solve the resis-
tive MHD equations. See Welsch et al. (2005) for a discus-
sion of the code, and a presentation of the equivalent ideal
MHD equations. We include an explicit resistivity η in the
induction equation, ∂B/∂t = ∇ × (v × B − η∇ × B), and
an ohmic heating term in the energy equation.

The Y-type magnetic field (e.g., Priest and Forbes, 2000)
is

Bx + i Bz = −B0

√
ω2/L2 − 1, (1)

where i is the positive value of
√−1, ω ≡ z + i x , and L

is the current sheet half-length. The guide field is uniform
at By = B0/π . Here Bz(z = 0, x ∼ 0) = B0 = 44 in
units where the pressure is p0 = 20/3. Due to the guide
field, the magnetic fieldlines on either side of the current
sheet form a half angle ζ = arctan(Bz/By) ∼ 2π/5. The
reconnection field strength |Bz| decreases as

√
1 − z2/L2

along the current sheet, going to zero at the Y-lines at z =
±L , x = 0. This magnetic configuration is force-free, so
the density and gas pressure are initially set to be uniform
at ρ = ρ0 = 1/2 and p = p0, which sets the ratio of
plasma to magnetic pressure near the center of the current
sheet at β ≡ 8πp/|B|2 ∼ 0.08. The Alfvén speed used
for normalization, vA0 = |B|/√4πρ, is measured near the
center of the current sheet at z = 0, x ∼ 0.

Extrapolative, zero gradient, open boundary conditions
are imposed in the ẑ and x̂ directions, while periodic bound-
ary conditions are imposed in the ŷ direction. The com-
putational mesh is adaptively refined in areas of high cur-
rent magnitude. This gives a resolution ranging from 64 to
512 cells in the ŷ, and ẑ directions [−1.9L , 1.9L], and a
resolution ranging from 32 to 256 cells in the x̂ direction
[−.95L , .95L]. The current sheet is at the highest resolu-

tion, and it is effectively one cell wide, so its thickness is
l = 0.007L .

The simulation is run with a uniform background re-
sistivity η0. To initiate the reconnection, we impose a
sphere of enhanced resistivity on the current sheet for the
first tvA0/L = 0.6 of the simulation. This resistive en-

hancement has the form η = η0

(
1 + 99e−r2/δ2

)
, for r =√

x2 + y2 + (z − 2L/3)2 < 2δ, with δ/L = 0.087. The
Lundquist number of the background resistivity is Sη ≡
δvA0/η0 = 5000, while for the peak resistivity at the center
of the reconnection region Sη = 50. Note that Ugai (2007)
have found that reconnection induced by locally enhanced
resistivity is inhibited if δ < 4l. As δ ∼ 10l here, the re-
connection should not be inhibited by this mechanism.

3. Results
The effects of the magnetic reconnection event on the Y-

type current sheet are shown in Figs. 1 and 2. Figure 1
shows a vector magnetogram view of the field in a plane
perpendicular to the current sheet at y = 0. Figure 1(a)
is taken soon after the reconnection event is turned on.
The guide field, shown by the greyscale, is enhanced in
two small spots on either side of the reconnection event
at z = 2L/3. These spots are the cross sections of the
two recently reconnected flux tubes flowing away from the
reconnection site. The guide field is enhanced in these
reconnected flux tubes because the reconnection component
of the magnetic field has been annihilated, and the guide
field must increase to make up for the lost magnetic pressure
(see Hesse et al., 1996).

Figure 2(a) shows the fieldlines on either side of this
current sheet just before the reconnection starts. Three
topologically distinct sets of fieldlines are shown. One set
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Fig. 2. Fieldlines of the reconnecting Y-type current sheet. The blue color shows where the electric current parallel to the magnetic field is strong.
The panels show the simulation at times tvA0/L = [0.0, 1.3, 2.1, 2.8, 3.4, 3.9]. Panel (a) shows fieldlines traced from both the front and back side
of the current sheet, at the bottom boundary. The rest of the panels show only fieldlines traced from the back side of the current sheet, at the bottom
boundary.

runs just behind the current sheet from the bottom to the top
of the panel, while a second set runs in front of the current
sheet from the top to the bottom of the panel, as marked
by the arrows. The third set arches below the current sheet,
running from the back of the simulation to the front, and
coming close to the Y-line and the base of the current sheet
at its apex. All three sets of fieldlines are canted gradually
from left to right: this is the effect of the uniform guide field
in the ŷ direction. The arched set of fieldlines represents the
post-CME arcade loops while the two other sets of fieldlines
represent the coronal current sheet fieldlines, which may
still be connected to the CME above the second Y-line at the
top of the simulation. For the remaining panels of Fig. 2,
only the first and third sets of these fieldlines are traced,
so that the second set, which lies in front of the current
sheet, does not obscure the dynamics. Both of these sets
of fieldlines are traced from the bottom boundary, behind
the current sheet and arcade. Therefore, any section of a
fieldline which appears in front of the current sheet above
the arcade fieldlines is purely due to reconnection of front-
side fieldlines with the back-side fieldlines.

The reconnection event was initiated very close to the
upper Y-line, so the upflowing reconnected field quickly
hits the Y-line, in Fig. 1(b). The corresponding upward
retracting fieldlines are not shown in Fig. 2, since they
are not connected to the lower boundary from which the
fieldlines are traced. The upflow halts when it hits the upper
Y-line and the arcade fieldlines lying above it. This is the
equivalent of the upgoing fieldlines hitting and merging into
the recently erupted CME, though this would only happen

if the CME were erupting at a slower rate than the fieldlines
retract.

The downflowing part of the reconnected flux is dis-
played in Fig. 2(b) as the fieldlines which trace upwards
with all the field on the back side of the current sheet, but
then suddenly take a hairpin turn and trace back down to the
bottom boundary on the front side of the current sheet. The
blue color of the fieldlines at these hairpin turns shows that
the parallel electric current is enhanced and therefore re-
connection is strong there (see, e.g., Schindler et al., 1988).
The high placement of the initial reconnection region allows
the cross section of the flux tube carrying this downflow-
ing reconnected flux to fully take shape. Figures 1(b)–1(f)
show how the cross section of the tube forms into an ob-
long shape, reminiscent of the coronal void observations,
just as it did in the Harris sheet experiments of Linton and
Longcope (2006). Note that the area of the downflowing
flux tube cross section continues to grow as it absorbs more
reconnected flux, even though the enhanced reconnection
spot was turned off at tvA0/L = 0.6, just before Fig. 1(b).
Apparently the disturbance caused by the initial reconnec-
tion event spontaneously excites subsequent patchy recon-
nection events.

When this downflowing flux tube hits the Y-line and the
arcade field below it, in Fig. 1(f), it decelerates and com-
presses the arcade field, in Fig. 1(g), and eventually joins
the arcade, in Fig. 1(h). The reconnected flux which hits
and joins the lower arcade is shown in Figs. 2(d)–2(f) as the
fieldlines which now lie on top of the original arcade.

To illustrate the downflow and deceleration of the recon-



576 M. G. LINTON et al.: PATCHY RECONNECTION IN A Y-TYPE CURRENT SHEET

Fig. 3. Height-time plot of the guide field at x = y = 0. The white
tickmarks at the top mark the times of the vector plots of Fig. 1.

nected flux tubes, we show a height-time plot of the guide
field along the x = y = 0 line in Fig. 3. Here, the upward
or downward propagating voids are displayed as diagonal
white streaks of concentrated guide field. The first pair of
up- and down-flowing streaks, starting at tvA0/R = 0, are
the tracks of the two initial reconnection voids. The up-
flowing track rapidly hits the upper Y-line and decelerates,
while the downflowing track starts off at about vA0/2, ac-
celerates as it passes the current sheet midpoint, and then
also rapidly decelerates as it hits the lower Y-line. Guidoni
and Longcope (2007) suggest that a reconnected flux should
accelerate near z = 0 as seen here because the magnetic
field strength, and thus the accelerating Lorentz force, peaks
there.

After the reconnection is turned off at tvA0/L = 0.6,
no new tracks appear at the height of the initial reconnec-
tion site until about tvA0/L = 1.3. Then patchy recon-
nection spontaneously sets in, as several reconnection out-
flow pairs appear in rapid sequence. This is supported by
the more detailed views of Figs. 1 and 2. Figures 1(f)–1(h)
show the corresponding newly reconnected flux tube cross
sections flowing up and down at these times. Meanwhile,
Figs. 2(c)–2(e) show the continual generation of newly re-
connected fieldlines high up in the current sheet, well after
the initial reconnection has been turned off and those recon-
nected fields have retracted. The source of this secondary
patchy reconnection may be numerical resistivity due to the
finite grid-scale of the simulation, in tandem with perturba-
tions excited by the initial reconnection event, and will be
explored in a future paper. Isobe et al. (2005) found a simi-
lar spontaneous patchy reconnection, but in their case it was
due to an interchange instability, which cannot occur here.
Interestingly, Fig. 1 also shows the reconnected fieldlines
spreading in the ŷ direction along the current sheet, also
in a patchy fashion, instead of remaining near the initial re-
connection site. This is in contrast with the findings of Ugai
et al. (2005) for a Harris current sheet without guide field.
Their results show that initially localized reconnection does

not expand significantly in this direction. From these pre-
liminary results, it appears that the guide field can play an
important role in expanding the reconnection region along
the current sheet.

4. Conclusions
We have studied the effect of a brief, localized burst of

reconnection in a Y-type current sheet with guide field. The
up- and down-flowing flux this creates decelerates rapidly
when it hits the Y-lines and the arcade fields beyond them.
This gives strong support to the theory that the downflowing
post-CME voids observed by TRACE, Yohkoh, and Hinode
are in fact downflowing reconnected magnetic flux loops.
This model gives a clear mechanism to explain why down-
flowing post-CME voids decelerate rapidly when they reach
the post-flare arcades, as observed by Sheeley et al. (2004).
We also find that the velocities of the voids change as
they propagate through regions of different magnetic field
strength in the current sheet. Finally, we find that the per-
turbation created by the initial burst of reconnection is suf-
ficient to excite spontaneous patchy reconnection events in
the current sheet.
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The chromosphere (the link between the photosphere and the corona) plays a crucial role in flare and CME
development. In analogies between flares and magnetic substorms, it is normally identified with the ionosphere,
but we argue that the correspondence is not exact. Much of the important physics of this interesting region
remains to be explored. We discuss chromospheric flares in the context of recent observations of white-light
flares and hard X-rays as observed by TRACE and RHESSI, respectively. We interpret key features of these
observations as results of the stepwise changes a flare produces in the photospheric magnetic field.
Key words: Solar flares, solar chromosphere, solar corona, Alfvén waves.

1. Introduction
The chromosphere historically has been the origin of

much of what we understand about solar flares. The rea-
son for this was the recognition, in the 19th and early 20th
centuries, of the extreme sensitivity of Hα, a strong Fraun-
hofer absorption line formed in the chromosphere, to solar
magnetic activity. Spectroscopic observations of this line
and its imaging led to exciting discoveries regarding active
prominences, ejecta, flare brightenings etc. (Hale, 1930).
Eventually it was realized that the original flare observa-
tion of 1859 (Carrington, 1859) was simply the tip of the
iceberg, and that the entire solar atmosphere was partici-
pating in events that have now come to be defined more
by their coronal X-ray emission (the GOES classification)
rather than their Hα importance levels (Thomas and Teske,
1971). Research attention, indeed, has largely left the chro-
mosphere layers in favor of coronal and even interplanetary
effects (CMEs and ICMEs; see Schwenn, 2007, for a recent
review).

Our understanding of the chromosphere, until recently,
has been limited to the “semi-empirical” models, based on
1D radiative-transfer physics. Such an approach omits dy-
namics except for the “microturbulence” factor and much
of the interesting plasma physics; for example these mod-
els assume Te = Ti everywhere. See Berlicki (2007) and
Hudson (2007) for recent reviews about the flaring chromo-
sphere, and for references to the abundant literature on this
subject.

In the often-discussed but imperfect analogy between so-
lar flares and auroral substorms, the chromosphere plays
the role of the ionosphere, but these regions have substan-
tially different properties and the detailed physics may not
produce analogous effects (e.g., Haerendel, 2007). On the
larger scale there is also no analog of the solar wind flow-

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
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ing around an active-region field concentration in the solar
corona, so that the convective (v×B) electric field across the
geotail does not have an appropriate analog. The presence
of a highly conductive solar atmosphere below the chromo-
sphere also distinguishes it from the ionosphere. Thus, al-
though striking observational parallels between flares and
aurorae have been noted by many authors (e.g., Obayashi,
1975), the basic physics may be quite different in regard to
causation or the dynamical development of the phenomena.
In this paper we touch on flare energetics (Section 2), en-
ergy build-up (Section 3), and energy release (Section 4),
attempting to use magnetospheric concepts as a guide to
understanding.

2. Chromospheric Flare Energetics
The radiative energy of a solar flare appears mainly in the

optical and UV continuum, which form in the lower solar
atmosphere, most probably the chromosphere (e.g. Allred et
al., 2005; Fletcher et al., 2007). This is in spite of the fact
that the chromosphere itself (for this purpose, all regions
of the solar atmosphere between photospheric and coronal
temperatures) cannot contain sufficient energy to power a
flare (see Hudson, 2007, for discussion). For example,
the gravitational energy contained in coronal filaments does
not play a strong role in flare energization. The radiated
flare energy appears in compact emission patches that our
current observations do not resolve either in space or in
time (Hudson et al., 2006), and Fletcher et al. (2007) have
confirmed that the immediate source of the radiated energy
lies in the electrons accelerated in the impulsive phase of
the flare. Of this energy the chromospheric Hα component
and the coronal soft X-ray component each comprise less
than about 10% of the total (Thomas and Teske, 1971).

Zeeman-splitting observations (Wang, 1993; Sudol and
Harvey, 2005) have shown convincingly that flares result in
large-scale perturbations of the photospheric magnetic field
(see Fig. 1). This would generally be expected from any
model of energy release from the coronal magnetic field,
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Fig. 1. GONG observations of the line-of-sight solar magnetic field prior to the X-class flare of 2003 October 29 (panel a); a difference map showing
flare-related changes in the field (panel b); after Sudol and Harvey (2005). The field changes are of order 10% of the line-of-sight field and can be
detected in essentially all X-class flares, according to Sudol and Harvey.

Fig. 2. Snapshots of TRACE observations (white light filter) of the C4.8 flare of 24 July 2004, showing the intermittency of the continuum emissions
in both space and time. Spatial scale for each frame is 32′′ × 68′′; the times shown on the figure span 30 s (from Hudson et al., 2006).

which will require restructuring in order to reduce the stored
magnetic energy

∫
(B2/8π)dV (e.g., Hudson, 2000), as

for example with large-scale magnetic reconnection. The
main contribution to the coronal magnetic energy and its
stress are concentrated strongly in the lower solar atmo-
sphere (e.g., Régnier and Priest, 2007). Thus we need a
theoretical understanding of how the coronal stored energy
can flow to and focus itself into the chromospheric emission
regions (see Fig. 2). Heretofore this coupling has been un-
derstood as the result of beams of electrons coming from an
unknown coronal acceleration site, for which there are sev-
eral possibilities (e.g., Miller et al., 1997). These ideas un-
derlie the “thick target” model for the impulsive phase of a
flare, which envisions electron beams capable of transport-
ing energy from the coronal storage site into the dissipation
regions (Brown, 1971; Hudson, 1972). We do not know yet
how the particle acceleration relates to the magnetic restruc-
turing needed to release coronal energy.

3. Cross-field Currents
Another aspect of flare energetics and the chromosphere

is the mapping of subphotospheric magnetic twist into coro-
nal currents (Longcope and Welsch, 2000). This in princi-
ple involves the use of the full conductivity tensor, though
there is little discussion of this yet in the solar literature
(e.g., Kazeminezhad and Goodman, 2006; Arber et al.,
2007) at least as regards flares. Haerendel (2007) points
out that the large ion-neutral coupling in the chromosphere
makes the perpendicular conductivity is smaller than the
parallel conductivity, at least for slowly-varying currents,

and yet cross-field current systems must develop slowly in
such a way as to match the conflicting boundary conditions
at the two independent footpoints of a coronal flux tube.
Auroral models make use of ionospheric currents to close
coronal current systems, but in the case of the Sun we be-
lieve that the significant currents are injected through the
photosphere in a slowly-evolving manner, and that these
currents serve to energize the non-potential fields in the
corona. In this sense the chromosphere must play the roles
of both the ionosphere and the magnetopause.

We can write the perpendicular conductivity as

σ⊥,x = Ne2

me

νxn

ν2
xn + ω2

cx

(1)

with x representing either ions or electrons (Banks, 1966),
where ω2

cx represents the Larmor frequency for particle
species x and n denotes neutrals. The neutral collision fre-
quencies νxn largely determine the perpendicular conductiv-
ity and it is not clear at present which particle species dom-
inates the steady-state perpendicular current system. In any
case for “normal” chromospheric and coronal conditions, as
inferred from standard semi-empirical models, the Larmor
frequencies greatly exceed the neutral collision frequencies
so that the perpendicular conductivity is small relative to the
parallel term. So far as we are aware, the questions posed
by the requirement to establish slowly varying cross-field
currents in the chromosphere have not been discussed in
the literature, and we do not know the role that they play in
energy storage or dissipation.
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Fig. 3. Sketch of flare mechanisms as discussed in the text. Deformation of a flux tube results in Alfvén waves that transport energy into the footpoint
regions via the Poynting flux. The wave deformation also perturbs the global structure to produce effects such as those seen in Fig. 1. Particle
acceleration results either directly from parallel electric fields produced by the waves, or in tubulent cascades developing from their interactions.

4. Field Restructuring, Waves, and Energy Trans-
port

Changes of the coronal magnetic structure imply the
transport of energy via Poynting fluxes (Melrose, 1992).
The observations indicate that coronal energy dissipates in
the chromosphere, and the hard X-ray signature directly im-
plicates weakly relativistic electrons. Thus the magnetic re-
structuring, and the energy transport it implies, must some-
how result in the acceleration of electrons to non-thermal
energies. We sketch how this may happen in Fig. 3 (Fletcher
and Hudson, 2008). The sudden reconfiguration of the field,
in the ideal MHD approximation, would launch Alfvén
waves. Emslie and Sturrock (1982) argue that the sudden-
ness of flare energy release requires that the Alfvén mode
and the fast mode predominate in the partition of this en-
ergy. The Alfvén mode is particularly interesting in this
context, because as a transverse wave its Poynting flux E×B
must be strictly parallel to B and thus be strongly ducted
into the footpoint regions.

The mechanism for electron acceleration remains ill-
understood. Because it is energetically so important (Kane
and Donnelly, 1971; Lin and Hudson, 1971), its identifi-
cation is fundamental to understanding the physics of solar
flares. In the view of Fig. 3, the acceleration must happen as
a result of the Alfvén-wave energy flux ducted along the ar-
cade loops that result from the restructuring. This suggests
several possible acceleration mechanisms, some of which
have been recently reviewed by Miller et al. (1997).

Our scenario suggests additional acceleration mecha-
nisms. Alfvén waves in the lower corona may propa-
gate dispersively (e.g., Stasiewicz et al., 2001), inducing
parallel electric fields directly. If the plasma beta, β =
2nkT/(B2/8π), is smaller than me/m i, where me/m i is the
electron/ion mass ratio, then the Alfvén mode can become
dispersive in the form of a kinetic Alfvén wave and develop
a parallel field directly. Fletcher and Hudson (2008) review
how this happens. The waves may also cascade into forms
of turbulence suitable for stochastic particle acceleration,
and this cascade may develop promptly under some condi-
tions. First-order Fermi acceleration and the betatron effect
may also play roles in the “collapsing trap” (e.g., Veronig

Fig. 4. Sketch showing how magnetic reconnection may excite Alfvén
waves. From Haerendel (2007).

et al., 2006), and finally the disruption may create shock
waves that may also accelerate particles.

Our preferred scenario (Fig. 3) has the virtue of link-
ing the observed magnetic-field variations with the pow-
erful energy release seen in the visible and UV continua.
The sketch by Haerendel (2007), reproduced in Fig. 4, illus-
trates the generation of Alfvén waves from the reconnection
process. Particle acceleration, in this picture, could read-
ily occur in the lower solar atmosphere, where the ambi-
ent electrons are numerous enough to overcome the “num-
ber problem” and concerns about electron beam dynamics.
One weakness may be the apparent time-of-flight signature
noted by Aschwanden (2002), which—though somewhat
ambiguous—provides the main observational evidence for
the existence of the intense coronal electron beams the
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thick-target model requires. Type III radio bursts also re-
quire beams, but of significantly lesser intensity.

5. Conclusions
Research in solar flares and terrestrial aurorae has long

been stimulated by the observational analogies one can
draw between the phenomena (e.g., Obayashi, 1975). The
analogous elements include ribbon-like optical emissions,
electron acceleration to keV energies, and similar magnetic
geometries. There are observational differences though,
and theoretically there also are good reasons not to have
a strict analogy. Nevertheless we feel it important to dis-
cuss the physics of chromospheric flares, both in the en-
ergy build-up and release stages, in ways that exploit some
of ideas auroral physics offers to the understanding of so-
lar problems. We interpret the observed photospheric mag-
netic field changes as the result of large-scale Alfvén waves
created during coronal magnetic restructuring (Fletcher and
Hudson, 2008). Particle acceleration, a key observable in
solar flares because of hard X-ray and γ -ray emission, then
becomes secondary to the transport of energy via the Poynt-
ing fluxes of the waves. There are different ways in which
the necessary particle acceleration may happen, most di-
rectly if the waves become dispersive in nature, but the iden-
tification of the acceleration mechanism remains an open
problem.

Consideration of wave transport of energy in solar flares
and CMEs seems like a logical and necessary development
for the advancement of theoretical ideas. Some large-scale
manifestations of waves are readily observable, originally
as type II bursts and Moreton waves (e.g., Uchida et al.,
1973), but now also at higher resolution in the EUV as the
EIT waves (Thompson et al., 1999). The EIT waves intro-
duce new kinds of behavior not seen before and it has be-
come clear that not all of the motions can be identified with
the Moreton-wave phenomenon (Biesecker et al., 2002).
Small-scale waves such as those that could be directly re-
sponsible for particle acceleration are difficult to observe
remotely, but their presence may be just as fundamental to
solar-flare physics as comparable structures are in auroral
physics. We therefore urge theoretical work involving the
ideas discussed here.
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The heliospheric structure ranging from the solar surface to the earth’s orbit is self-consistently reproduced
from a time-stationary three-dimensional (3D) magnetohydrodynamic (MHD) simulation. The simulation model
incorporates gravity, Coriolis, and centrifugal forces into the momentum equation, and coronal heating and field-
aligned thermal conduction into the energy equation. The heating term in the present model has its peak at 2.8
solar radius (Rs) and exponentially falls to zero at greater distance from the solar surface. The absolute value of
heating depends on the topology of the solar magnetic field so as to be in inverse proportion with the magnetic
expansion factor. The results of the simulation simultaneously reproduce the plasma-exit structure on the solar
surface, the high-temperature region in the corona, the open- and closed-magnetic-field structures in the corona,
the fast and slow streams of the solar wind, and the sector structure in the heliosphere.
Key words: Solar wind, MHD simulation, CIR.

1. Introduction
There is a long history associated with the development

of sun-earth-system models that try to predict the changes
in the terrestrial environment caused by the disturbances on
the solar surface following propagation through the inter-
planetary space (Dryer, 1998). Many early studies applied
the physics-based model. Among these, the pioneering
Hakamada-Akasofu-Fry kinematic model (Hakamada and
Akasofu, 1982) is still currently in use by the U.S. space
weather system. Since the large-scale structure and dynam-
ics of the solar corona is dominated by the magnetic field,
the source surface current sheet model was developed as an
observed magnetic field data-driven model for the corona.
This model can predict not only the sector structure but also
the solar wind speed from the expansion factor (Wang and
Sheeley, 1990). By extending the results up to the earth’s
orbit, model outputs can be compared directly with satellite
observations.

In recent years, increases in computing speed have en-
abled the development of first-principle-based models. The
hybrid model developed by Detman et al. (2006) combined
the source surface current sheet model for the corona with
the MHD solar wind model to predict the MHD parameters
at the earth’s orbit. Full MHD models from the solar surface
to the solar wind region have also been developed by several
authors (Linker et al., 1999; Riley et al., 2001; Manchester
et al., 2004; Tóth et al., 2005; Shen et al., 2007). Although
there are differences in the details for each model, these
models can extrapolate the surface magnetic field together
with self-consistently described plasma into the interplane-
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tary space.
In this paper, we report an attempt to develop an im-

proved MHD simulation that unitedly reproduces quasi-
stationary heliosphere from the solar surface to the earth’s
orbit from the observed solar surface magnetic field. When
we try to reproduce the heliosphere extending form the so-
lar surface to the earth’s orbit, we must calculate both the
fine structure around the corona and a global structure from
the sun to near the earth’s orbit simultaneously. In the fol-
lowing part of this paper, we first show how these difficul-
ties are solved in our simulation model, and then we present
some calculation results for a typical solar rotation period.

2. Simulation Model
2.1 Basic equation

The basic equations of the simulations are the modified
MHD equations written by dividing magnetic field B as
B = B0+B1 with B0 a fixed potential field and B1 deviation
from B0 (Tanaka, 1994).

∂ρ

∂t
+ ∇ · (ρv) = 0, (1)

∂(ρv)

∂t
+ ∇ ·

(
ρvv + PI + B2 − B2

0

2µ0
I − BB − B0B0

µ0

)

= ρg − 2ρ� × r − ρ� × (� × r), (2)

∂B1

∂t
+ ∇ × (v × B) = 0, (3)

∂U1

∂t
+∇·

[
v·

(
U1+P+ B2

1

2µ0

)
− B1(v · B1)

µ0
− B0(v · B1)

µ0

+ v(B1 · B0)

µ0

]
= Q − ρv · � × (� × r)+ρv · g, (4)
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Table 1. Boundary conditions of the MHD and Poisson equations.

Distance form the Sun 1Rs 200Rs

Density Fix ∂/∂r = 0

Velocity (parallel) ∂/∂r = 0 ∂/∂r = 0

Velocity (perpendicular 1) 0 ∂/∂r = 0

Velocity (perpendicular 2) 0 ∂/∂r = 0

B1 (radial) 0 ∂/∂r = 0

B1 (tangential 1) ∂/∂r = 0 ∂/∂r = 0

B1 (tangential 2) ∂/∂r = 0 ∂/∂r = 0

U1 Fix Fix (P → 0)

B0 (line-of-sight) observation free

B0 (perpendicular 1) free free

B0 (perpendicular 2) free free

U1 = ρv2

2
+ P

γ − 1
+ B2

1

2µ0
, (5)

where ρ, v, P , r, µ0, g, and γ are the density, velocity,
plasma pressure, position vector, the vacuum magnetic per-
meability, acceleration of gravity, angular velocity of solar
rotation and polytropic index set as 5/3, respectively. These
equations are generally called as continuity equation (1),
equation of motion (2), induction equation (3), and energy
equation (4). The energy equation (4) written through the
modified total energy of plasma U1 (Tanaka, 1994) includes
the heating term Q . The equations are written in the rotat-
ing system, and they include the Corioli’s force as well as
the centrifugal force and gravity force.
2.2 Boundary condition

The inner boundary of the heliosphere is set at coronal
base, which is approximately assumed to be 1 solar Radii
(Rs), and the outer boundary is set at the near earth’s orbit at
200Rs. On the inner boundary, the density and total energy
of the plasma are fixed, and field perpendicular velocities
are set to 0. The field parallel velocity is obtained from
the Neumann condition. For the magnetic field, we put the
observation data, which were obtained from Wilcox Solar
Observatory, to the line-of sight component of B0. For B1,
the radial component is set to 0. On the outer boundary,
total energy of the plasma is set so as the pressure becomes
a small value near 0. Other variables are solved under the
Neumann condition. The boundary conditions of the MHD
equation used for the present simulation are summarized in
Table 1.
2.3 Coronal heating

To obtain a realistic solar wind with γ = 5/3, some
additional energy input is required (Lionello et al., 2001;
Sittler et al., 2002). For the purpose of accelerating the solar
wind to a high enough speed, we included an additional
heating term to the energy Eq. (4) as

Q = ρq0(r − 1.0)e−r/L + ∇
(

ξT 2.5 ∇T · B
B2

)
· B, (6)

where q0, L , and T are amplitude of heating, decay distance
of heating (set to 1.8Rs), and temperature (Sittler et al.,
2002). The first term of the right handed side shows the
ad hoc heating, while the second term shows Spitzer’s heat
conduction term parallel to the magnetic field line. This
heat conduction is applied only inside 10Rs. From Eq. (6),

Fig. 1. Grid system made from a dodecahedron. One pentagon surface of
regular dodecahedron is first divided into five right triangles, and then
the generated triangles are divided into four smaller triangles.

it is clear that heating has its peak at L + 1 = 2.8Rs and
subsequently decreases with a distance from the sun.

The magnetic field topology of the solar surface is im-
portant for solar wind speed. Therefore, we consider the
magnetic field topology into the calculation of heating am-
plitude q0. It is known that the flux tube expansion factor fs ,
which is the ratio of the magnetic field intensity on the pho-
tosphere to that of respective points at extension along mag-
netic field, is inversely correlated with the velocity (Wang
and Sheely, 1990). So, we set q0 to be inversely propor-
tional to fs written in the form

fs ≡
(

rs

rs ′

)2 Brs

Brs′
=

(
rs

rs ′

)
fs ′ , (7)

where rs and Brs are 1Rs and field intensity at the photo-
sphere, and rs ′ and Brs′ denote distance from the solar cen-
ter and field intensity at rs ′ . Given the magnetic field B, the
expansion factor fs is calculated by solving ∇ · (n fs ′) = 0
(∇ · (−n fs ′) = 0) with n = B/|B| along the away (toward)
field lines, together with the boundary condition fs = 1.0
on the inner boundary. In addition to this inverse correlation
considered through Eq. (7), q0 is additionally reduced in the
place where temperature is higher than 2.8 million K.
2.4 Grid system and numerical scheme

When calculating a global system with a centrifugal con-
figuration like the heliosphere, it is desirable to construct
a spheroidal unstructured grid system having no apparent
singularity. The grid system must also be tolerable for the
calculation which treats both the fine structure around the
center and wide-range structure extending the whole area
simultaneously. To realize such a grid system, we first di-
vide one pentagon surface of regular dodecahedron into five
right triangles, adding a central point that inscribes a sphere.
Next, we divide the generated triangles into four smaller
triangles with all new points inscribing a sphere. Figure 1
shows this process of how we generate higher order split-
ting successively. By the fourth order splitting, 1922 grid
points are generated. Stacking such spheres radially, a 3-D
grid system is generated.

The control volume for the Finite Volume Method (FVM)
calculation is hexagonal columns connecting the exocentric
points of triangles on interfacing spheres. For each control
volume, data for volume, area of interfacing surface, and
normal and tangential vectors on the interfacing surface are
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prepared for the FVM calculation.
The numerical scheme used in the present simulation

for the time integration of the conservative MHD equa-
tion is the FVM total variation diminishing (TVD) scheme
with the monotonic upstream scheme for conservation laws
(MUSCL) method, and the Van Leer’s differentiable lim-
iter originally developed by Tanaka (1994). For details, see
Tanaka (1994).

3. Numerical Results
Here, we show the simulation results for 3-D structures

of the solar corona and the solar wind for a typical solar ro-
tation period. We have calculated the period of Carrington
Rotation (CR) 2028 (2005, March 25–April 21) and then
compared it with the observation is made at the earth’s or-
bit using the solar wind data obtained by ACE (OMNI web
service).

Figure 2 shows a 3-D close up view of the solar surface
and solar corona as viewed from the earth on 2005 March
29. In this figure, the contour surface shows an isotemper-
ature surface at 2.8 and inside of it is higher than 2.8. This
temperature value is normalized by the surface temperature
0.8 × 106 K. These high temperature regions correspond to
the closed field regions, where the plasma is trapped. Red
and blue lines show magnetic field lines. Here red (blue)
lines show the away (toward) field lines. We can observe
the origin of sector structure in the corona where toward and
away sectors are separated by the high temperature region.
Open field lines extending from one continuous region have
a same color. The area of another-color open field lines is
separated by the high-temperature region. These structures
are a 3-D generalization of 2-D field, temperature and flow
structures shown by Sittler et al. (2002).

Color shading on the solar surface shows plasma flux
emitted from the solar surface. Yellow and red colors show
the region from where solar wind plasma is supplied to
the interplanetary space. Consequently, these regions can
be looked upon as the coronal hole. Coronal holes are
situated at the center of one continuous region having same-
color field lines. Compared with SOHO extreme ultraviolet
image observed during CR 2028, positions of these coronal
holes estimated from the flux exiting region almost coincide
with dark regions seen in X-ray images.

From Fig. 2, we can see that the calculation has repro-
duced the solar and coronal fine structures near the sun. The
coronal hole, sector structure, and high temperature corona
are organized as a combined structure. As will be shown
in Fig. 3, sector and high-speed flow structures in the inter-
planetary space are the extension of this organized structure
near the sun.

Figure 3 shows the global solar wind structure on the
ecliptic plane from the solar surface to the earth’s orbit.
White lines show the start longitudes of each quarter which
were face to face with the earth on March 25, April 1,
April 15, and April 22. The shading and contour lines in
Fig. 3 show the magnetic sector and solar wind speed in
the interplanetary space. Velocity is shown by the contour
lines after the conversion from the rotating (calculating)
frame to the non-rotating (observing) frame. In Fig. 3,
the interplanetary magnetic structure exhibits four sectors.

Fig. 2. A 3-D close up view of the solar surface and solar corona viewed
from the earth on 2005 March 29. The contour surface shows an
isotemperature surface at 2.8. Temperature value is normalized by the
surface temperature 0.8 × 106 K. The coronal temperature outside the
contour surface is about 1.7. Red lines show the away field lines and
blue lines show the toward field lines. Color shading on the solar surface
shows plasma flux emitted from the solar surface. The outward-flux area
is indicated by warm colors.

Fig. 3. The global solar wind structure in the ecliptic plane from the solar
surface to near the earth’s orbit. White lines show the start longitudes
of each quarter which were face to face with the earth on March 25
(right), April 1 (top), April 8 (left), and April 15 (top). The shading and
contour lines shows the magnetic sector (green-away, blue-toward) and
solar wind speed (color bar: red-fast, blue-slow) in the interplanetary
space.

Fig. 4. Top pannel shows observed (pink) and calculated result
(navy) of solar wind speed and bottom shows Bφ for ovserved data
and Br > 0 (upper) or Br < 0 (lower) for calculation result.
Observed near-Earth solar wind speed and magnetic field data by
OMNI (http://omniweb.gsfc.nasa.gov). From the observed data during
CR2028, it seems to have three speed peaks and 4 sectors including one
very narrow sector around Apr 10.

This four sector structure reflects, in the ecliptic plane, the
sectors shown in 3D in Fig. 2. The away sector seen on the
right of Fig. 2 corresponds to the first away sector in the
first quarter of Fig. 3 that starts on March 25 at the earth,
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as the beginning of CR 2028, and the toward sector seen on
the left of Fig. 2 corresponds to the second toward sector
in the second quarter of Fig. 3 that starts on April 1 at the
earth. The third away sector seen in the third quarter at the
earth is a very narrow away sector, and the fourth sector in
the third and fourth quarter at the earth are both a toward
sectors with a normal width.

Due to the solar rotation, the solar wind blows like a
sprinkler seen in the non-rotating frame. In Fig. 3, three
high-speed flows can be seen at the earth with their posi-
tions in the first away, second toward and fourth toward
sectors. There is no high-speed flow in the third narrow
away sector. In one sector, only one high-speed flow ap-
pears without consecutive high speed flows (Neugebauer et
al., 2004). These flow and sector structures can be quite
reasonably understood from the coronal structure shown in
Fig. 2. The time recognized on the earth for the increas-
ing of wind speed is shorter than that for decreasing. This
characteristic resembles the observed feature of solar wind
variation in the increasing and decreasing of speed (Gosling
and Pizzo, 1999). In Fig. 3, no shock is generated associ-
ated with the CIR. Actually, there may not be an obvious
CIR formation in the interval treated in this paper. However,
we cannot draw a firm conclusion, because grid spacing in
the present model is still too sparse for the shock resolution.

Figure 4 shows observed and calculated results for vari-
ations in solar wind speed and sector near the earth’s orbit.
Comparing the calculation results with these observation
data, it is clear that the four sectors and three high speed
winds seen in calculation are also observable . A narrow
third away sector in the third quarter is similarly seen both
in the calculation and in the observation data. As for the
relative position of the sector boundary and fast flow, sim-
ilar features are seen in Figs. 2, 3 and 4. At the earth, fast
flow starts after the sector boundary has been passed, and
fast flow does not restart until the passage of the next sector
boundary. However, some discrepancies are seen. How-
ever, provided that the calculated and observed magnitude
of the low-speed solar wind is the same, the magnitude of
the calculated high-speed solar wind value is lower than the
observed value. In other words, the contrast between high-
and low-speed flows is not sufficient in the calculated re-
sult. In addition, the decreasing speed of third fast flow is
too rapid in the calculated than the observed data. These re-
sults suggest a further necessity for the improvement of the
model. There are many uncertainties that prevent a model-
observation coincidence. There may still be many unknown
factors in heating term, expansion factor, radiation energy
balance, and magnetic field observation.

4. Summary
We have succeeded in constructing an MHD model to re-

produce the heliospheric structure extending from the solar
surface to the earth’s orbit using a uniform triangular grid
system with no apparent singular point. The calculation re-
sults have reproduced both of the fine structure around the
corona and global structure from the solar surface to the
earth’s orbit. The tendency of a rapid increase and slow de-
crease of velocity seen on the earth and the relative position
of the sector boundary, including the narrow sector, have

been well reproduced in the model. Whereas three velocity
peaks are seen at the earth’s orbit in both the calculated and
observed solar winds, the calculated results are still insuffi-
cient for the absolute speed of solar wind. This means that
we need to improve this model further when using it for the
real prediction of solar wind. For this purpose, we are go-
ing to continue variations and improvements of the model.
In future research, we are going to adopt this model for the
space weather prediction system operated in the National
Institute of Information and Communication Technologies
(NiCT), Japan.
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A new code, called the interplanetary magnetic decrease (MD) automatic detection (IMDAD) code, has been
developed to enable researchers in the field to rapidly identify MD events for further analyses. The criterion
used for MD selection is Bmin < X B0, where X is a variable value and B0 is the ambient magnetic field
magnitude. The code can be applied to data sets from different instruments/missions located in different space
plasma environments in the heliosphere. The code has been tested during slow solar wind, fast solar wind and
CIR intervals at ∼5 AU (from November 28 to December 03, 1992). For this test, we used a sliding window
with a width of 300 seconds applied to 1-second high-resolution magnetic field data. The events identified by the
code have been confirmed by hand analyses. The routine was able to identify 57 of the 118 MDs identified by
hand (∼50%). The selection criteria for IMDAD and hand-analyses MDs were not exactly the same, accounting
for the different rates of occurrence. What is particularly encouraging is that IMDAD did not falsely identify any
events. The discrepancies between the two methods are discussed in the text. This code will be made available
to the general public.
Key words: Interplanetary magnetic decreases, solar wind, Alfvén waves.

1. Introduction
Magnetic Decreases (MDs; Turner et al., 1977) have

been defined as ∼50% decreases in the interplanetary mag-
netic field magnitude (Winterhalter et al., 1994; Fränz et
al., 2000; Tsurutani et al., 2003). These structures have
been called a variety of names (magnetic holes, holes, mag-
netic dips, magnetic cavities, magnetic bubbles, etc.) due
to their discovery at different times and in different loca-
tions of the heliosphere/Earth’s magnetosphere (Sugiura et
al., 1969; Turner et al., 1977; Luhr and Klocher, 1987;
Winterhalter et al., 1994; Fränz et al., 2000). For events
that have been examined to date, the magnetic pressure de-
creases have been supplanted by plasma thermal pressure
increases, so that the entire structure is generally in pressure
balance (Winterhalter et al., 1995; Burlaga, 1995; Fränz et
al., 2000).

Most past studies have focused on large decreases of the
magnetic field magnitude, events where the decrease mag-
nitudes are larger than 0.5 times the ambient field. It is clear
that this is an arbitrary threshold. Similar structures gener-
ated by the same mechanism, but lesser in intensity, are also
present in the interplanetary medium. To allow the rapid
detection of MDs of arbitrary intensity, a computer code
called Interplanetary Magnetic Decrease Automatic Detec-
tion (IMDAD) has been developed for the space research.
This code allows variable magnetic field decreases, variable
inter-MD spacing, and can be applied to variable data rates.
The code can be used to identify MDs of arbitrary length

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

by adjusting its window size (here we discuss only MDs of
length up to 300 s to compare results to previous works).
Although previous workers have developed routines to au-
tomatically identify MDs (Winterhalter et al., 1994; Fränz
et al., 2000), those codes did not have the special features
of IMDAD. The codes are also not available to the general
public.

2. Method of Analyses
A general routine to identify MDs using high time reso-

lution magnetometer data has been developed. The aim of
the development of the IMDAD computer code is to be able
to correctly identify MDs present in the data. In this paper,
the routine will be described in detail. Pitfalls will also be
discussed.

We have used the Ulysses high-resolution magnetometer
data as our test sample. The data used for this test is nomi-
nally one-second (the Ulysses sampling rate varies) resolu-
tion magnetic field vector data for the interval from Novem-
ber 25 (day 330) to December 3 (day 338), 1992. Ulysses
had recently encountered Jupiter (February, 1992) and was
starting its first south polar pass. Ulysses was at ∼−20◦ and
at 5.1 AU from the sun during the selected test data interval.
This 9-day interval contained a variety of solar wind types.
There are ∼4 days of quiet solar wind, ∼3 days of Coro-
tating Interaction Region (CIR) solar wind, and ∼1 day of
non-CIR (pure) high speed stream solar wind.

IMDAD was tested on the above data interval. The MDs
were identified by hand analyses and they were also inde-
pendently identified by computer analyses. The MDs iden-
tified by hand but missed by computer were carefully ex-
amined to understand the reasons why.
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The definition of a MD used in this test is a decrease
of field magnitude of 50% of the ambient magnetic field
strength (0.5B0). This is the same general criterion used by
Winterhalter et al. (1994). This criterion is kept so there will
be continuity of methods used in the literature (however,
we will latter show that even with this simple definition,
slightly different selection methods may yield significantly
different results). We also hope to intercompare our results
with those of others. It should also be noted by the reader
that different decrease levels can be easily implemented.
This program can be used by other scientists for analyses of
MDs in the heliosphere and magnetosphere. Interested per-
sons should contact F. L. Guarnieri at guarnieri@univap.br.
2.1 Details of the IMDAD routine

A sliding window of 300 seconds was used to calculate
the average field magnitude (B0) during the interval. All
points that have values less than 0.5B0 are identified. The
window is shifted by 1 second and the process repeated.
This analysis is done for the entire data set. After the
data has been initially processed in this manner, the same
data points identified by different window placements and
adjacent potential MD candidates are deleted (keeping only
the beginning and end points). Single isolated points are
also deleted, assuming that they are spurious data errors.

The window size of 300 seconds and the minimum MD
separation of 30 seconds were empirically selected for this
data set. We caution the reader that he/she might have to
change these parameters for applications to different plasma
regions. It would also be important that they empirically
hand check the accuracy of the code as done in this paper.

A schematic showing the basics of the routine is indicated
in Fig. 1. A nine-point interval with a sliding window size
of three points is illustrated (only as an example) to give
the reader a general idea of how the routine works. The
sliding windows are represented by brackets A (black), B
(blue), C (red), etc. For bracket A, the first 3 points are
examined. The magnetic field average of the first three
points is calculated. Any points that have values less than
50% of the average of the field are identified. In this case no
points meet this criterion. Next, the window is slid by one
point in time to give a new analysis subinterval (bracket B in
the figure). The result of the subsequent calculation is that
point 4 satisfies the MD criterion. A blue star is noted above
the point (for visualization). For the subinterval bracket C,
the average magnetic field is low, so no points are identified.
The same is true for bracket D. For bracket E, point 5 will
be detected as an MD. A yellow star is indicated above this
point. After the entire interval has been analyzed, there are
2 points identified, points 4 and 5.

The program next considers single MD points. If there is
only a single isolated MD point, this is discarded assuming
that it is a spurious data spike. In the example shown above,
two adjacent points were selected, so there are no such
single point cases.

The next step of the routine is to consider cases where
there are several adjacent points. Point 5 is adjacent to
point 4 so the program considers the deletion of point 5.
Next point 6 is examined. Since it is not identified as an
MD, point 5 is retained and identified as the end of the MD.
Thus, the program identifies point 4 as the beginning of the

F
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1 2
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8 9
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4 5

Fig. 1. Illustration of the general features of the routine. The stars over the
brackets indicate the points that were identified as following the MDs
criteria.

MD and point 5 as the end. This allows us to automatically
determine the MD width.

The window width selected in our final analysis of the
real Ulysses data was 300 seconds rather than 3 points, as
shown in Fig. 1. The much shorter interval was chosen only
to illustrate the general features of the program.

To be able to handle waves inside the MD or highly tur-
bulent data, the program examines adjacent MDs that are
closer than 30 seconds. Several different separation time
scales, from 5 to 50 seconds were tested. The interval of
30 seconds was found to be the one with best correspon-
dence to the hand-analyzed MD set, and it was selected
for the present version of the program. If candidate MDs
are closer together than 30 seconds, they are considered as
a single MD. The two MDs are “merged” and the begin-
ning of the first event and the end of the second become the
boundaries of the new (merged) MD.

The MD duration indicated by the program is based only
in the points that follow the MD criteria. The user would
have to define what method he/she may find appropriate to
identify the edges. Tsurutani et al. (1999), in their hand
analyses of MDs, assumed an 1/e decay from the B0 cal-
culated outside the MD. This is the criteria used in this pa-
per in order to check the IMDAD code. Although we have
stated the method used here, we state this as only an ex-
ample. Other users can select their own criteria for edge
detection.
2.2 Hand analyses of MDs

To test the accuracy of IMDAD MD selection, the same
9-day Ulysses magnetic field interval was examined by vi-
sual inspection (without reference to the computer results).
For a potential MD, a background field on both sides of the
MD was estimated by drawing line “averages” on a data
plot. These were determined by visual inspection. Of the
two “background fields”, the higher value was used for the
calculation. Next, the minimum field was determined by the
same method. The 1/e value of the difference between the
highest background field and minimum field was required
to be greater than 0.5B0. This is the same method applied
by Tsurutani et al. (1999).

3. Results of the Intercomparison Between
Computer-selected Events and Hand-selected
Events

Figure 2 shows the Ulysses data interval of the test. From
top to bottom are the solar wind speed, proton density,
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Fig. 2. Ulysses data interval (November 25 to December 3, 1992) used
to test the routine. The panels are, from top to bottom, the solar wind
speed, proton density, proton temperature, magnetic field components,
R, T and N , and at the bottom, is the magnetic field magnitude. The
slow speed stream is identified by SSS. The high speed stream is marked
by HSS, and IF indicates the interface between the two regions. Present
in the interval is a heliospheric current sheet, marked as HCS.

proton temperature, magnetic field components (in Solar
Heliospheric R, T , and N coordinates), and at the bottom,
the magnetic field magnitude. At the top of the figure,
the slow speed stream (SSS) and high speed stream (HSS)
intervals are indicated by horizontal arrows. The slow speed
stream is present from November 25 to 29 and the high
speed stream from December 2 through 3. The CIR is
the region of interaction of the two types of streams and
is the interval between the slow and high speed streams
proper. Some of the CIR structures are indicated for the
interested reader. The CIR boundaries are a fast forward
shock (FS, blue line) at the anti-solar direction boundary. A
reverse wave (RW, blue line) is present at the solar direction
boundary. The CIR occurs from 02:35 UT November 29
(day 334) to 11:30 UT December 1 (day 336). Several
structures within the CIR are also indicated. There is an
embedded heliospheric current sheet (HCS) indicated by a
green line. The interface between the high speed stream and
the slow speed stream is denoted by “IF” (for “interface”).
The IF is indicated by a red line.

Figure 3 shows an example of a MD identified by the pro-
gram. The panels are, from top to bottom, the magnetic field
components BR , BT , and BN , and the B magnitude. This
MD event, clearly visible in the B magnitude panel, oc-
curred on November 28, 1992 (DOY 333). The blue square
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Fig. 3. Example of a MD identified by the program. The blue square
marks the MD event, and the red box the MD identified by the program.
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Fig. 4. MD occurrence rates using the two methods of analyses. The
results from the computer analyses are plotted in dashed red and those
from hand analyses are in solid black.

marks the MD event and the red box the MD identified by
the program. There is a discontinuity in BT and BN compo-
nents at the time of the MD occurrence. The BT component
changes from ∼0.125 nT to ∼−0.1 nT across the disconti-
nuity. The change in BN is from ∼−0.125 nT to ∼0.15 nT.

The MD identified by the computer routine (red box) has
a shorter duration when compared with hand analysis due
to different identification procedures. In the IMDAD iden-
tification, the edges are based only in the points following
the criteria, while in the hand analysis the inspectors used
the borders values as the reference field to identify the MDs
(the same method previously applied by Tsurutani et al.,
1999).

The MD occurrence rates of the two methods of analy-
ses are shown in Fig. 4. The top panel shows the number
of MDs per day from the computer analyses in dashed red,
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and for those from hand analyses in solid black. The reader
should note that the number of events from hand analyses is
always greater or equal to the number from computer anal-
yses. Over the whole interval, there are 118 MDs identified
by hand and 57 events identified by computer.

Each computer-selected event was compared with the
events identified by hand. It is noted that all 57 computer
selected events were also identified by hand analyses.
This result gives confidence to the accuracy of the present
program (and its internal parameters) used for this region of
space, since no false positive MD was detected.

The causes for the code missing MDs were studied. It
was found that the missed events fall into several categories.
The two main causes were: 1) events where the magnetic
field decrease is near the threshold of −0.5B0, and 2) when
there are rapid oscillations in the magnetic field magnitude
(if these oscillations have amplitudes comparable to the MD
decrease, they can change the reference value [B0] for the
window, while hand-analysis is not affected by these struc-
tures). In the first category there were 25 cases of “missed
events” and in the second category there were 17 cases.
Moreover, there are two minor causes of misidentification
that we called “large MD” or “background contamination”.
The “large MD” refers to MDs that are longer than the win-
dow size used. These MDs can be selected by hand inspec-
tion but they may be missed by the computer since their
durations are close to the window size. The “background
contamination” usually occurs when there are discontinu-
ities or shocks around the MD that may affect the B0 calcu-
lation for the window.

For the first category of “missed events”, the near
“threshold” events, it is noted that the computer and hand
analysis methods of determining the “background” field
were slightly different. The hand analysis method used
higher field values for the “background”, so this criterion
was less strict than the computer criterion. The computer
method often contains field values in the decreasing slopes
of the MDs, lowering the calculated “background” fields,
giving stricter limits than hand analyses. Here the back-
ground field on both sides of the MD was estimated by
drawing line “averages” on a data plot. Of the two “back-
ground fields”, the higher value was used for the calculation
(a more liberal assumption than the IMDAD code). Next,
the minimum field was determined by the same method.
The 1/e value of the difference between the highest back-
ground field and minimum field was required to be greater
than 0.5B0. As the reader will readily note, although a sim-
ple condition of “0.5B0” was used, this is a different cri-
terion still. The point that we wish to emphasize is that
slightly different criteria will yield a different set of events.
Thus, the method of implementation of the criterion is im-
portant to understand. On the other hand, it is felt that no
one method is better than another. All methods will give
equally valuable information.

It should be obvious that the IMDAD “missed events”
are not really “missed”. Since hand-analyses and computer
analyses will never have identical criteria, each is correct.
It should be noted that the type of hand analyses done here
and in Tsurutani and Ho (1999) is not exact and not 100%
reproducible.

4. Summary and Discussion
A computer program has been written which identifies

heliospheric MDs in the Ulysses magnetic field data at
∼5 AU from the sun. The program works well in the slow
solar wind, in the pure high speed stream solar wind, and in
the compression regions at the interface between slow and
high speed streams (CIRs). The routine was able to identify
57 of the 118 events identified by hand analysis, about 50%
of the events (48.3%). However, all the 57 MDs identified
by the program were also identified by hand analyses, giv-
ing confidence to the accuracy of the method. The events
that were missed by the code were events that fell into two
main categories: events that were slightly below the hand-
technique threshold level of detection and events associated
with “wave-like” intervals. For the first case, the slightly
more liberal hand analyses method allowed the detection
of these events. “Wave-like” events were generally found
in hand analyses when the magnetic field magnitude was
low. These events could possibly be compressional waves
or small amplitude mirror mode (Tsurutani et al., 1982)
structures. These low field magnitude regions are generally
low plasma beta (the ratio of magnetic pressure to plasma
thermal pressure) regions. Thus they could also be due to
magnetic noise or turbulent structures.
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Our recent analysis of interplanetary magnetic clouds (MCs) showed that the orientations of MC axes deter-
mined by a model fitting with curvature of MCs taken into account (referred to as a torus model, hereafter) can be
significantly different from those obtained from fittings with a straight cylinder model. Motivated by this finding,
we re-examined geometrical relationships between magnetic field structures of MCs and their solar origins. This
paper describes the results of the re-examination with special attention paid to two MC events, for which different
orientations of MC axes were obtained from a torus model and a cylinder model. For both cases, it is shown that
the torus models give the MC geometries of magnetic field structures in good agreement with those of coronal
arcade structures which were formed in association with the launch of MCs along the magnetic field inversion
lines. Summarizing the analysis results for 12 MCs investigated here, we conclude that: (1) the formation of
coronal arcade structure is a good indication of MC formation; (2) MC geometries can be obtained that are con-
sistent with the coronal arcades with respect to the axis orientation and the magnetic field structure including
chirality, indicating that no significant direction changes occurred during the propagation of MCs through the
interplanetary medium.
Key words: Interplanetary magnetic clouds, magnetic field structures, solar origins, geometrical relationships.

1. Introduction
The interplanetary magnetic cloud (MC) occupies the

whole body or a significant part of a plasma cloud ejected
into the solar wind in association with the coronal mass
ejection (CME). The internal structure of a MC is charac-
terized by the nested helical fields, which can be described
as a magnetic flux rope (Goldstein, 1983; Marubashi, 1986;
Burlaga, 1988). The geometrical relationship between mag-
netic structures of MCs and their solar source region is
one of the key issues for understanding the mechanisms in-
volved in the formation of MCs and their possible deforma-
tion during their propagation in interplanetary space. Most
previous studies on this subject have shown that the orienta-
tions of MCs are roughly aligned with the inversion lines of
photospheric longitudinal magnetic fields in the associated
CME sites and that the chirality of MCs are of the same sign
as the chirality of solar magnetic fields in the source regions
(e.g., Marubashi, 1986, 1997; Bothmer and Schwenn, 1994;
Bothmer and Rust, 1997; Yurchyshyn et al., 2001). More
recent studies, however, point out several cases in which the
orientations of MCs do not agree with those of the associ-
ated filaments or solar magnetic inversion lines (Rust et al.,
2005; Wang et al., 2006; Yurchyshyn et al., 2007).

The purpose of this study is to re-examine the geometri-
cal relationships between the MC magnetic fields and the
solar magnetic fields with a new technique to determine

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

the orientations of MCs. In most studies on this subject,
as mentioned above, the MC orientations were determined
by fitting techniques with a straight cylinder model. Re-
cently, Marubashi and Lepping (2007) analyzed the MC ge-
ometries using a torus-shaped flux rope model to take into
account the curvature of the global configuration of MCs.
Their comparison of the MC orientations determined from
the torus and cylinder models revealed that there actually
are such MC events for which observations can be as well
explained by either of the models but that the obtained ori-
entations are significantly different from each other. This
finding impacts on our understanding the connection be-
tween MCs and CMEs and suggests that it may be possible
to obtain a better agreement between the MC orientations
and the solar magnetic inversion lines if the MC geometries
are determined with a torus model.

The MC database for this study consists of the analysis
results of 17 long-duration MCs (Marubashi and Lepping,
2007). We compared the MC geometries obtained from the
torus and cylinder models with the magnetic field structures
in the possible solar source regions of the MCs. We present
here our analysis results, with a focus on two events for
which the connection between the MC and related solar
phenomena can be seen in a straightforward way. Similar
connections are also seen for other MC events.

2. Analysis Results
Figure 1 shows the fitting results of the MC encountered

on March 4, 1998, with solid lines for the torus model and
dotted lines for the cylinder model, superposed on the ob-
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Fig. 1. Results of fitting the torus model (solid curve) and the cylinder
model (dotted curve) to the magnetic cloud encountered on March 4,
1998. The bottom three panels show the projected magnetic field vectors
onto three planes in GSE coordinates.

served variations of solar wind magnetic fields during a 3-
day interval. Plotted from top to bottom are the magnetic
field intensity, the X , Y , and Z components in GSE (geo-
centric solar ecliptic) coordinates, the ratio of standard de-
viations of high-resolution data to the average intensity, the
solar wind speed, the number density ratio of He++/H+, the
proton number density, the proton temperature, the plasma
beta based on protons, and the magnetic field vectors pro-
jected on the X -Y , X -Z , and Y -Z planes of GSE coordi-
nates. The dashed curve drawn along with the proton tem-
perature shows the temperature statistically expected from
the solar wind speed (Lopez, 1987). Two vertical solid
lines indicate the MC boundaries as determined by such
characteristics as the magnetic field rotation, the enhanced
He++/H+ ratio, the relatively small magnetic field fluctua-
tions, and the abnormally low proton temperature (Richard-
son and Cane, 1993). The vertical dashed line indicates the
shock associated with this MC. The observed variations in
magnetic field and solar wind speed are well reproduced by
both the torus and cylinder models, so that the difference
between the two fitted curves can be hardly distinguished in
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Fig. 2. Two geometries obtained for the magnetic cloud of March 4, 1998,
from the fittings to the torus model (a) and to the cylinder model (b).
Three directions are indicated: A, axial field; S, toroidal field on the
surface; S/C, spacecraft trajectory relative to the magnetic cloud.

this presentation. However, the MC orientations obtained
from the two models are substantially different from each
other.

Figure 2 depicts the MC geometry obtained from the
torus model (Fig. 2(a)) and that from the cylinder model
(Fig. 2(b)), in which three arrows indicate the direction
of the axial field of MC (A), the direction of magnetic
field on the MC surface (S), and the direction of spacecraft
trajectory (S/C). We can see that this MC has the left-
handed magnetic chirality from the two arrows, A and S.
At the location where the spacecraft traversed the MC, the
approximate direction of the torus axial field is given by
θ (latitude angle) = 17.4◦ and φ (longitudinal angle) =
136.9◦, whereas the direction of the cylinder axis is given
by θ = 29.3◦, and φ = 76.7◦ (for details of the fitted values,
including other parameters, see Marubashi and Lepping,
2007).

In an attempt to identify the most plausible solar source
event of this MC, we searched the LASCO CME cata-
log (Yashiro et al., 2004; see also the website http://cdaw.
gsfc.nasa.gov/CME list) for candidate CMEs and related
solar phenomena within a selected time window. For this
purpose, we first estimate the launch time of the CME corre-
sponding to this MC, assuming that the MC propagated at a
constant speed. In accordance with three values for the typ-
ical speeds, 340 km/s (from the cylinder fitting), 350 km/s
(from the torus fitting), and 365 km/s (the maximum speed
within the MC), the launch time is estimated to be in the
interval from 15:00 UT, February 27 to 01:00 UT, February
28, 1998. Thus, we select a time window from 03:00 UT,
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8164

8171

Fig. 3. Solar observations related to the March 4, 1998 MC: (a) LASCO C2 CME running difference image at 17:27 UT, February 28, 1998; (b)
Yohkoh/SXT image at 11:34 UT; (c) SOHO/MDI image 12:48 UT, (d) BBSO Hα image at 19:15 UT, February 27; (e) the torus MC inclination
inferred from a local fit with a torus model.

February 27 to 13:00 UT, February 28, allowing an extra
±12 h from the estimated launch time for searching the
CME corresponding to the MC. The CME catalog shows
that there were two CMEs with an angular width larger
than 120◦ in this time window. The first one is a full halo
CME which appeared in the LASCO C2 field of view first
at 20:07 UT on February 27, 1998, and the second one is a
partial halo CME with angular width of 169◦ that appeared
at 12:48 UT on February 28, 1998. Of these two, the lat-
ter was identified as a solar source event of the March 4,
1998 MC by Gopalswamy et al. (2000, 2001), the speed of
which is estimated to be approximately 300 km/s at 20 Rs.
We adopt this selection and search for the solar source re-
gion of the CME for the purpose of comparing structures
between the MC and solar magnetic fields.

Figure 3 shows images of solar observations relevant to

generation of the MC of March 4, 1998 (a: SOHO/LASCO
C2 image; b: Yohkoh/SXT, c: SOHO/MDI; d: BBSO Hα).
The torus shape corresponding to the MC is also shown in
Fig. 3(e) for the purpose of indicating the tilting angle of
the fitted model. (It should be noted that the actual MC
shape is just locally approximated by the torus.) During
several hours before this CME (Fig. 2(a)) first appeared in
the LASCO C2, we can see two kinds of prominent activi-
ties in the Yohkoh/SXT movie. One consists of small activ-
ities repeatedly observed in the AR 8171 (approx. 24◦S, ap-
prox. 1◦W), and the other is the formation of a soft X-ray ar-
cade possibly associated with a filament eruption (Figs. 3(b,
d)) along the neutral line extending from the north of AR
8164 towards the north-east in the region of weaker mag-
netic fields (see Figs. 3(c, d)), similar to the arcade forma-
tion exemplified by Tripathi et al. (2004). Although it is
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Fig. 4. Results of fitting the torus model (solid curve) and the cylinder
model (dotted curve), respectively, to the magnetic cloud encountered
on October 1, 1997. The bottom three panels show the projected mag-
netic field vectors.

difficult to rule out the association between the CME and
some small activity in AR 8171, the arcade-formation event
seems to be directly connected with the CME in Fig. 3(a).
The latter association is more plausible based on several
supporting pieces of evidence: (1) the orientation of the MC
axis is close to the orientation of the arcade, as is evident
by comparing Figs. 3(b, e); (2) the polarity of the mag-
netic field on the surface of the MC is consistent with the
arcade magnetic field, as inferred from the MDI data; (3)
the left-handed magnetic field chirality of MC agrees with
the chirality of the coronal magnetic field expected from
the inverse-S type sigmoid in this region (Rust and Ku-
mar, 1996); (4) The chirality agrees with general tendency
that the MCs with left-handed (right-handed) chirality are
formed in association with the solar events in the northern
(southern) hemisphere (Marubashi, 1986, 1997; Bothmer
and Schwenn, 1994; Bothmer and Rust, 1997). Finally, it
is possible to suppose from Fig. 3(a) that this CME was
launched a little toward south, and that the ACE spacecraft
passed the southern end of the MC loop as indicated by the
dark dot in Fig. 3(e).
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Fig. 5. Two geometries obtained for the magnetic cloud of October 1,
1997, from the fittings to the torus model (a) and to the cylinder model.
Three directions are indicated: A, axial field; S, toroidal field on the
surface; S/C, spacecraft trajectory relative to the magnetic cloud.

Figures 4 and 5 show the fitting results for another MC
which was encountered on October 1, 1997, in the same
format as Figs. 1 and 2. Again, both cylinder and torus
models having the left-handed chirality reproduce the mag-
netic field variations agreeing well with the observation. It
should be noted here that the torus parameters used here are
different from original values presented in Marubashi and
Lepping (2007). The orientation of the torus plane deter-
mined by the standard fitting method is given by θn = 35.1◦,
and φn = 65.0◦, the latitude and longitude angles of a vec-
tor normal to the torus plane. This torus plane is tilted too
much compared with the direction of the post-eruption ar-
cade as will be seen later. Since our purpose is to exam-
ine a possibility to obtain the orientation of the MC axis
which is close to the orientation of the inversion line of
solar magnetic fields, we executed a least-squares method
slightly modified from that applied in the previous work.
We tried fitting with fixed φn, using different values around
φn = 65.0◦, and searched the parameter set which can re-
produce the observed magnetic fields, and give geometries
having the axis orientation as parallel to the inversion line
as possible. Thus, we obtain a result shown in Fig. 4 for
θn = 14.6◦, and φn = 77.5◦. The point is that we can get
such an MC geometry by using a torus model.

As for the solar source of this MC, the CME catalog
shows that there was only one CME with angular width
greater than 120◦ within the time window from 08:00 UT
on September 27 to 14:00 UT on September 28, 1997, that
is, the halo CME that appeared in the LASCO C2 field of
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Fig. 6. Solar observations related to the October 1, 1997 MC: (a) LASCO C2 CME running difference image at 03:53 UT, September 28, 1997; (b)
Yohkoh/SXT image at 08:27 UT; (c) SOHO/MDI image 12:51 UT, (d) Meudon Hα image at 06:55 UT, September 27; (e) the torus MC inclination
inferred from a local fit with a torus model.

view at 01:08 UT on September 28, 1997. Though there is a
gap in the Yohkoh/SXT data from 22:39 UT September 27
to 08:23 UT September 28, we can see an arcade-formation
activity which started around 22:12 UT on September 27
and developed rather slowly near the region surrounding the
magnetic inversion line in the northern hemisphere. Gopal-
swamy et al. (2001) identified the solar source of the MC
of October 1, 1977 to be this halo CME and associated
it with the disappearing filament at 22◦N, 05E. Figure 6
presents the images relevant to the generation of the MC,
together with the torus tilt obtained from the fitting. Ac-
cepting this association, we see that the relationships be-
tween this interplanetary MC and the solar magnetic field
are very much similar to the case of the March 4, 1998 MC.
The MC with left-handed magnetic chirality was formed in
association with the filament disappearance in the northern
hemisphere, where an inverse-S type sigmoid had been ob-
served. The orientation of the MC axis is nearly parallel to
the neutral line or the erupted filament. The CME plasma

was launched slightly southward rather than radially, and
hit the Earth with its southern end, as seen in Figs. 5(a)
and 6(e).

Thus far we have seen the analysis results for two MC
events with special attention being paid to the geometri-
cal relationships between MCs and the magnetic field struc-
tures in their possible solar source regions. Here, we briefly
summarize results of our analysis of the 17 long-duration
MCs. This analysis was carried out for only 12 of these
MCs because solar observation data were insufficient for
the other five MCs (for reference, we present the same event
numbers used in Marubashi and Lepping, 2007; #1, #2, #10,
#16, and #17). We were able to find plausible solar source
event in six cases (#4, #5, #7, #12, #13, and #15), and for
each of these, the magnetic inversion line on the Sun is con-
sistent with the orientation of the MC axis determined by
the torus fitting. We also found a formation of arcade-like
structures along the magnetic inversion line within the so-
lar source regions near the time of CME launch. For one
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case (#14), no prominent solar activity was seen in the time
window estimated by the MC observation. For the remain-
ing five cases, more detailed analyses are needed both on
the solar events and on the MC structures, although it is not
impossible to find candidates as the solar sources.

3. Conclusions and Discussion
By analyzing the geometries of 12 long-duration MCs

and their relationships with their solar origins, we have
drawn the following conclusions.

(1) The arcade formation in the corona is a good indication
of the generation of an MC.

(2) The magnetic field structure of a MC is consistent with
the structure of a flux rope loop formed in the coronal
region above the arcade, as various CME models com-
monly predict (see Forbes, 2000, for a review).

The above two findings are consistent with the view that
MCs are expanding helical flux ropes formed in association
with CME launch (Marubashi, 1997). The more compre-
hensive relation between the post-eruption arcades and flux
rope structures in CMEs has been shown by Cremades and
Bothmer (2004) and Tripathi et al. (2004).

(3) Furthermore, for MCs of which the orientations ob-
tained from cylinder fitting mismatch the above re-
lationship, it is possible to obtain an MC orientation
which is consistent with the above by using a torus.
This suggests that no significant direction change of
MCs is needed during the propagation through the in-
terplanetary medium.

It is desirable to extend this study further to other MC
events of shorter durations because our study is focused
only on the long-duration MCs. Such a study is currently
underway, but we can point out that two MCs analyzed
by Ishibashi and Marubashi (2004) and Crooker and Webb
(2006), respectively, are good examples of where good re-
lationships are obtained using a torus model to explain the
alignment between the MC axis and the inversion line of
coronal magnetic fields.
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In this letter, I show that the discrepancies in the geoeffectiveness of halo coronal mass ejections (CMEs) re-
ported in the literature arise due to the varied definitions of halo CMEs used by different authors. In particular,
I show that the low geoeffectiveness rate is a direct consequence of including partial halo CMEs. The geoeffec-
tiveness of partial halo CMEs is lower because they are of low speed and likely to make a glancing impact on
Earth.
Key words: Coronal mass ejections, geomagnetic storms, geoeffectiveness, halo CMEs.

1. Introduction
Coronal mass ejections (CMEs) that appear to surround

the occulting disk of the observing coronagraphs in sky-
plane projection are known as halo CMEs (Howard et al.,
1982). Halo CMEs are fast and wide on the average and are
associated with flares of greater X-ray importance because
only energetic CMEs expand rapidly to appear above the
occulting disk early in the event (Gopalswamy et al., 2007).
Extensive observations from the Solar and Heliospheric Ob-
servatory (SOHO) mission’s Large Angle and Spectromet-
ric Coronagraphs (LASCO) have shown that full halos con-
stitute ∼3.6% of all CMEs, while CMEs with width ≥120◦

account for ∼11% (Gopalswamy, 2004). Full halos have
an apparent width (W ) of 360◦, while partial halos have
120◦ ≤ W < 360◦. Halo CMEs are said to be frontsided if
the site of eruption (also known as the solar source) can be
identified on the visible disk usually identified as the loca-
tion of H-alpha flares or filament eruptions. Details on how
to identify the solar sources can be found in Gopalswamy
et al. (2007). Halos with their sources within ±45◦ of the
central meridian are known as disk halos, while those with a
central meridian distance (CMD) beyond ±45◦ but not be-
yond ±90◦ are known as limb halos. Disk halos are likely
to arrive at Earth and cause geomagnetic storms, while limb
halos only impact Earth with their flanks and hence are less
geoeffective (see Gopalswamy et al., 2007).

Since CMEs propagate approximately radially from the
Sun (except for a small eastward deflection due to solar
rotation—see Gosling et al., 1987), disk halos are likely hit
Earth. Of course, the interplanetary counterpart of CMEs
(ICMEs) must contain southward magnetic field component
(Bs) to be geoeffective. It is well known that the intensity
of the resulting magnetic storm depends on the magnitude
of Bs and the speed V with which the CME impacts Earth’s
magnetosphere (see e.g., Gonzalez et al., 1994; Tsurutani
and Gonzalez, 1997). Halo CMEs are more energetic (av-
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erage speed is ∼1000 km/s compared to ∼470 km/s for or-
dinary CMEs), so the V part is expected to be high. When
CMEs are aimed directly at Earth, the ICMEs are likely to
arrive at Earth as magnetic clouds (MCs), which are a subset
of ICMEs that have flux rope structure. Since Earth passes
through the nose of the MC, the chance of encountering Bs

somewhere within the MC is high (except for unipolar MCs
with north-pointing axis—see Yurchyshyn et al., 2001).
When the ICME is shock-driving, the sheath portion lying
between the shock and the MC may also play a significant
role in producing geomagnetic storms (see e.g., Gosling
et al., 1990). The sheath may have intervals of north and
south-pointing magnetic fields, in addition to the varying
field orientation in the MC portion. An Earth-directed halo
CME leads to a situation whereby Earth passes through the
nose of the shock, where the sheath field is most intense and
may cause intense magnetic storm if south-pointing. Thus
the ability of a halo CME in producing a geomagnetic storm
depends on the structure of its interplanetary counterpart
(the ICME event).

Since halos became common place in the SOHO era,
there have been several attempts to characterize their geo-
effectiveness (see e.g., Zhao and Webb, 2003; Yermolaev
and Yermolaev, 2003; Kim et al., 2005; Yermolaev et al.,
2005; Gopalswamy et al., 2007). Using CMEs from the rise
phase of solar cycle 23, St. Cyr et al. (2000) concluded that
∼75% of the frontside CMEs are geoeffective. In most of
the works discussed here, the geoeffectiveness is defined as
the ability of a CME or an interplanetary structure to cause
geomagnetic storms with intensity (Dst) ≤ −50 nT. While
most of the intense storms are caused by CMEs, moderate
storms (−100 nT < Dst < −50 nT) may also be caused
by other structures such as corotating interaction regions.
Zhao and Webb (2003) found an overall geoeffectiveness
rate of ∼64% for frontside halos detected up to the solar
maximum in 2000. Yermolaev and Yermolaev (2003) used
data from the period 1976–2000 and came up with a lower
rate of 40–50%. Michalek et al. (2006) found that ∼56%
of frontside halos are geoeffective, but they did not use all
the halos because of limitations in the method of obtaining
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space speeds. Kim et al. (2005) reported that only about
40% of the frontside halos are geoeffective. Yermolaev et
al. (2005) compiled published results and noted that that
the geoeffectiveness rate varied from <40% to >80%. Re-
cently Gopalswamy et al. (2007) analyzed 378 halo CMEs
covering almost whole of solar cycle 23 and found that
∼71% of frontside halos are geoeffective. Zhao and Webb
(2003) and Gopalswamy et al. (2007) used the same defini-
tion of halo CMEs (W = 360◦) and obtained similar geo-
effectiveness rates. On the other hand, Kim et al. (2005)
and Yermolaev and Yermolaev (2003) defined their halos
as CMEs with W ≥ 120◦ and obtained the lower geoef-
fectiveness rate. The purpose of this letter is to show that
the discrepancy in the rate of geoeffectiveness can simply
be explained by the different definition of halo CMEs used
by these authors. We take Kim et al. (2005) and Gopal-
swamy et al. (2007) representing the low and high geoef-
fectiveness rates, respectively. Both these works have pub-
lished their list of events and the study periods have maxi-
mum overlap. They also use data from the same instrument
(SOHO/LASCO), so the comparison is straightforward. Fi-
nally, both works use the same definition of geoeffective-
ness: the ability of a CME to produce a geomagnetic storm
with Dst ≤ −50 nT.

2. Geoeffectiveness of Partial Halo CMEs
Kim et al. (2005) investigated 305 CMEs (1997 to 2003)

that included full (W = 360◦) and partial halos (120◦ <

W < 360◦) and found that 121 of them were geoeffective.
On the other hand Gopalswamy et al. (2007) studied 378
full halos for the period 1996 to 2005. For making a proper
comparison, we first separate the full and partial halos in
Kim et al. (2005). We then use the geoeffectiveness of a
subset of full halos from Gopalswamy et al. (2007) corre-
sponding to the Kim et al. (2005) study period to estimate
the geoeffectiveness of partial halo CMEs.

Among the 378 full halos reported by Gopalswamy et
al. (2007), 168 occurred during the period 1997 to 2003
(the study period of Kim et al., 2005). Many geomagnetic
storms during the study period had multiple CME associa-
tion, so we eliminate 68 such CMEs in estimating the geo-
effectiveness rate. Sixty five of the remaining 100 frontside
full halos (65%) were geoeffective. Note that this rate is
close to the one obtained by Zhao and Webb (2003). Ex-
cluding the full halos from the CMEs in Kim et al. (2005),
we get 205 partial halos (305 minus 100), out of which 56
(121 minus 65) were geoeffective. Thus we get a geoeffec-
tiveness rate of 27% (56 out of 205) for the partial halos
alone. The 40% geoeffectiveness rate obtained by Kim et
al. (2005) is thus a consequence of combining highly geoef-
fective (65%) full halos and marginally geoeffective (27%)
partial halos.

Note that we used the CME data for the period 1997–
2003 in the above calculation. To extend this result to
the whole study period (1996–2005) considered by Gopal-
swamy et al. (2007), we need to estimate the faction of
partial halos that are geoeffective. Since Gopalswamy et
al. (2007) did not include partial halos in their study, we
estimate the geoeffectiveness of partial halos by extrapo-
lation. To do this, we make use of the fact that 3.5% of

all CMEs are full halos, while 11% are full + partial halos
(Gopalswamy, 2004). Assuming that these fractions apply
equally well to the front and backside CMEs and recall-
ing that 229 full halos were frontsided, one can estimate
the frontside wide CMEs as (11%/3.5%) × 229 = 720.
Therefore, 720 − 229 = 491 is the likely number of partial
halos. At the 27% geoeffectiveness rate estimated above,
134 of the 491 partial halos are expected to be geoeffec-
tive. Therefore, out of the 720 wide CMEs, 163 full halos
and 134 partial halos (total of 297 or 41%) are geoeffec-
tive. This is virtually the same as the 40% rate obtained by
Kim et al. (2005) and confirms that inclusion of partial ha-
los lowers the overall geoeffectiveness rate. Note that the
geoeffectiveness of halos varies with the phase of the so-
lar cycle (see Gopalswamy et al., 2007, figure 8; Zhao and
Webb, 2003) and the way multiple halos associated with a
given storm are treated. We estimate that these effects can
account for an additional 10% variation.
2.1 Why are partial halos less geoeffective?

In studying the geoeffectiveness of CMEs as a function
of source latitude, Gopalswamy et al. (2007) found that
the strongly geoeffective (Dst ≤ −100 nT) and moder-
ately geoeffective (−50 ≥ Dst > −100 nT) CMEs have
average longitudes of W10 and E03, respectively. The
non-geoeffective CMEs have an average longitude similar
to the moderately geoeffective CMEs (E02). Furthermore,
the fraction of limb halos steadily increases from 17% for
strongly-geoeffective, to 31% for moderately geoeffective,
and 37% for non-geoeffective CMEs. The average speeds
also decrease in the same order (see figure 9 of Gopalswamy
et al., 2007). From these observations, Gopalswamy et
al. (2007) concluded that non-geoeffective CMEs are rel-
atively slower, originate predominantly from the eastern
hemisphere, and have a greater central meridian distance.
Partial halos generally have properties similar to the mod-
erately geoeffective and non-geoeffective halos. Thus par-
tial halos are less energetic and do not expand enough to
fully surround the occulting disk within the LASCO field
of view.

Gopalswamy et al. (2007) also reported that the geoef-
fectiveness rates of limb and disk halos as 60% and 75%,
respectively. The geoeffectiveness of partial halos originat-
ing closer to the limb is expected to be even lower because
they are slower and less likely to impact Earth. Thus, in-
clusion of partial halos reduces the overall geoeffectiveness
rate of halo CMEs and hence correctly explains the lower
geoeffectiveness rates reported in the literature.

3. Discussion and Conclusions
One of the important aspects of CME geoeffectiveness

studies is to identify the solar source of CMEs. One might
argue that the geoeffectiveness may be overestimated when
frontsided CMEs are mistakenly classified as backsided
CMEs. This can happen only when frontsided halos have
no disk signature. There may also be cases in which a for-
tuitous disk activity coincides with a backside CME and
hence a backside CME gets classified as a frontside CME.
Sometimes, one observes a full halo, which may be a com-
bination of multiple CMEs occurring at different position
angles. Such occurrences are generally rare and cannot ac-
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count for the large discrepancies in the reported geoeffec-
tiveness rate.

To clarify the identification of solar sources of halo
CMEs, let us consider the association between CMEs and
soft X-ray flares, one of the obvious indicators of disk ac-
tivity. Whenever the eruption occurs on the frontside (CMD
in the range 0 to 90◦), we observe a soft X-ray flare. The
halo CME appears asymmetric when the solar source has
a larger CMD, typically beyond 45◦. When the eruption
is behind the limb, but not too far behind, we usually ob-
serve some EUV dimming above the concerned limb, but
no soft X-ray flare is observed because the flare gets oc-
culted by the solar limb. When a flare is partially occulted
by a limb, the soft X-ray light curve tends to be very grad-
ual and we observe the CME above the occulting limb. The
extreme case is a backside CME whose associated flare is
completely occulted, and we see no disk activity. In some
of these cases one can see EUV dimming around most part
of the solar disk, indicating a backsided eruption. This kind
of relationship between the soft X-ray flare and CMEs can
be easily seen by tracking a large active region (AR) during
its disk passage and eventual disappearance behind the west
limb (e.g., AR 10486 reported in Gopalswamy et al., 2005).

When one starts from geomagnetic storms and relate
them to CMEs near the Sun, occasionally it becomes dif-
ficult to identify the CME. Zhang et al. (2007) were not
able to identify wide CMEs or their solar sources for ∼10%
of large geomagnetic storms. Zhang et al. (2007) started
with large geomagnetic storms and searched for CMEs and
their solar sources. The solar and geomagnetic events were
separated by more than a day to a few days. On the other
hand, Gopalswamy et al. (2007) started with halo CMEs
and identified their solar sources. Observations of the halo
CME and the associated disk signature are nearly simul-
taneous. Halo CMEs are more energetic (see figure 4 of
Gopalswamy et al., 2007), so there is usually a prompt (and
strong) disk signature if the halo is frontsided. Thus, the
solar source identification for geomagnetic storms and that
for halo CMEs do not have the same level of difficulty. Fur-
thermore, geomagnetic storms can also be caused by non-
halo CMEs. If a CME originates close to the disk center
and arrives at Earth with a southward magnetic field com-
ponent, it will cause a geomagnetic storm. It is known
that some magnetic clouds, which are interplanetary CMEs
(ICMEs) with flux rope structure, are associated with non-
halo CMEs. A recent statistical study (Gopalswamy et al.,
2008) finds that only ∼63% of magnetic clouds are associ-
ated with full halos. The fraction increases to ∼86% when
full and partial halos are combined. The remaining 14% of
magnetic clouds are associated with non-halo CMEs origi-
nating from close to the disk center. Since magnetic clouds
constitute the most geoeffective subset of ICMEs, one ex-
pects that some magnetic clouds associated with non-halo
CMEs are also geoeffective.

In conclusion, we confirm that the lower rate of geoef-
fectiveness obtained by some authors is due to the inclusion
of partial halos. The reported variation in geoeffectiveness

rates can be readily explained by the different definition of
halo CMEs used by different authors. Partial halos are less
energetic and generally originate far from the disk center, so
most of them behave similar to the nongeoeffective CMEs.
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Numerical simulations of Coronal Mass Ejections (CMEs) can provide a deeper insight in the structure and
propagation of these impressive solar events. In this work, we present our latest results of numerical simulations
of the initial evolution of a fast CME. For this purpose, the equations of ideal MagnetoHydroDynamics (MHD)
have been solved on a three-dimensional (3D) mesh by means of an explicit, finite volume solver, where the
simulation domain ranges from the lower solar corona up to 30R�. In order to simulate the propagation of a
CME throughout the heliosphere, a magnetic flux rope is superposed on top of a stationary background solar
(MHD) wind with extra density added to the flux rope. The flux rope is launched by giving it an extra initial
velocity in order to get a fast CME forming a 3D shock wave. The magnetic field inside the initial flux rope is
described in terms of Bessel functions and possesses a high amount of twist.
Key words: Magnetohydrodynamics, numerical, coronal mass ejections.

1. Introduction
It is generally accepted that coronal mass ejections

(CMEs) originate from the so-called ‘closed’ magnetic re-
gions on the Sun, consisting of thousands of magnetic
loops. Such ‘closed’ magnetic fields can be found in ac-
tive regions, filaments, and transequatorial interconnection
regions. The latter regions are most likely to appear dur-
ing solar minimum, when the active regions are located, on
average, much closer to the equator. Cremades and Both-
mer (2004) studied 124 structured CME events and anal-
ysed the relation between the source region characteristics
at the solar surface and the morphology of the correspond-
ing CME observed with LASCO. They concluded that
structured CMEs can be interpreted as three-dimensional
magnetic field entities that arise in a self-similar manner
from pre-existing small-scale loop systems. Jing et al.
(2004) made a statistical study of more then 100 filament
eruptions and found that 56% of the investigated events cor-
responded with a CME. Gilbert et al. (2000) performed
also a statistical study of prominence activity and developed
definitions of active and eruptive prominences. These au-
thors came to the conclusion that eruptive prominences are
more strongly associated to CMEs (viz. 94% of the investi-
gated events) than active prominences (only 46%), and that
probably all CMEs associated with eruptive prominences
possess the three-part front-cavity-core structure. In gen-
eral, filaments are believed to form in magnetic fields of
the shape of sheared arcades and that the prominence ma-
terial is suspended in the corona by concave upward mag-
netic fields, possibly possessing some twisted topology (e.g.
Kippenhahn and Schlüter, 1957; Kuperus and Raadu, 1974;
Manchester, 2001; Karpen et al., 2001; Low and Zhang,
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2004).
Axisymmetric (2.5D) MHD models can be used to nu-

merically simulate CME propagation (e.g. Wu et al., 1999).
Chané et al. (2006) demonstrated that 2.5D simulations
with a simple CME model, consisting of a high-density
plasma blob including a magnetic flux rope, can predict the
flow variables at 1 AU for a specific CME event reason-
ably well. Remark that Jacobs et al. (2007) made a detailed
comparison of these 2.5D simulation results to a similar 3D
simulation and showed that the 2.5D simulation yields ac-
ceptable results provided the momentum of the initial CME
is chosen in a proper way. However, it is straightforward to
see that the effect of the CME depends on the angular posi-
tion of the observer and that the assumption of axial symme-
try poses severe restrictions to the possible magnetic field
configuration in the magnetic cloud. In the present paper,
the three-dimensional (3D) extension of this 2.5D model
is presented. The strategy followed for simulating a CME
event is the same as in Chané et al. (2006), but in stead of
launching a spherical plasma blob, a more advanced mag-
netic flux rope model, with an enhanced density, is flung
into the interplanetary medium by giving it an initial veloc-
ity profile. The initial magnetic configuration in the flux
rope is a modification of the Lundquist equilibrium for con-
stant α force-free fields in cylinder geometry and will be
presented in the next section.

2. Simulation Set-up
The ideal MHD equations have been solved in spherical

coordinates (r, θ, ϕ) on a three-dimensional spherical mesh,
covering a complete sphere, i.e. θ ∈ [0, π ] and ϕ ∈ [0, 2π ].
The magnetic field is kept divergence-free by using the
vector potential on the nodal points. The computational
domain covers the region between the lower corona and
30R�, using a grid resolution of 324 × 95 × 184 cells,
including two ghost cells at each boundary. The grid shows
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an accumulation of cells both towards the solar surface and
towards the solar equator, where the grid size varies from
	r = 0.02R� near the solar surface to 	r = 0.25R�
at the outer boundary and from 	θ = 4◦ near the poles
to 	θ = 0.8◦ at the equator. The grid was taken to be
equidistant in the azimuthal direction. The simulation was
executed on the VIC-cluster of the K.U.Leuven. To reach
a time of t = 10 h in the code, 35 382 iterations were
needed. The run was finalised in about 21.5 h by using
120 processors simultaneously.

In order to construct a background solar wind model, the
full set of (ideal) MHD equations has been solved in a co-
rotating frame along with an extra added gravitational force
as well as an additional heating/cooling source term, very
similar to the term that was used by Groth et al. (2000).
This wind model shows no dependence on the azimuthal di-
rection and provides a good approximation for the roughly
axisymmetric wind occurring at solar minimum.

Romashets and Vandas (2003) present an expression for
the magnetic field in toroidal geometry, reading:

Br ′ = B0
R0 − 2r ′ cos θ ′

2αR0(R0 + r ′ cos θ ′)
J0(αr ′) sin θ ′, (1)

Bϕ′ = B0

(
1 − r ′

2R0
cos θ ′

)
J0(αr ′), (2)

Bθ ′ = B0
R0 − 2r ′ cos θ ′

2αR0(R0 + r ′ cos θ ′)
J0(αr ′) cos θ ′

−B0

(
1 − r ′

2R0
cos θ ′

)
J1(αr ′), (3)

where (r ′, ϕ′, θ ′) represent the toroidally curved cylindrical
coordinates, J0 and J1 are Bessel functions of the first kind
(of order 0 and 1, respectively), and R0 denotes the major
axis of the torus. The minor axis is indicated by r ′ = r0

and the constant α is determined by J0(αr0) = 0. In this
way, the magnetic field lines are confined within the torus.
This solution for the magnetic field satisfies the solenoidal
constraint and approximates the force-free condition in the
limit of a large aspect ratio, i.e. in the limit R0/r0 
 1.
Next, the Romashets and Vandas solution is subjected to
the transformation r −→ r − a (Gibson and Low, 1998),
stretching space inward, towards the origin. The transfor-
mation deforms the shape of the original flux rope, resem-
bling an already rising prominence. The stretch factor a is
set to a value of 0.3R� and the top of the flux rope is at a
height of 0.7R� above the solar surface. The transformed
flux rope solution is then superposed on top of the station-
ary background wind model discussed above. To keep the
analogy with previous work (e.g. Jacobs et al., 2005; Chané
et al., 2006) some extra density and velocity is added to the
flux rope. The additional density and velocity profiles are
both dependent on the toroidal coordinates r ′ and ϕ′. In
doing so, we have control over the added amount of mass,
energy, and momentum, and as such over the propagation
of the CME.

Prominences are always observed above photospheric re-
gions where the magnetic field changes sign. Since in the
applied (axisymmetric) background coronal model for so-
lar minimum the only polarity inversion line coincides with
the equator, the flux rope solution is placed above the so-

Fig. 1. Initial magnetic field configuration. The solar surface is coloured
with the radial magnetic field strength. Inside the flux rope the isosur-
face of ρ = 2ρ∗ is plotted, with ρ∗ the surface density. The isosurface
is coloured with the radial velocity.

lar equator in the present simulation. From observations
it is known that filaments lie in a highly sheared fashion
over the inversion line, making an angle of ∼20◦ (Leroy
et al., 1984). Also according to Leroy et al. (1984), most
quiescent prominences are of inverse polarity. The initial
configuration of the flux rope was taken such that the ob-
servational constraints were satisfied. The magnetic field
strength in a quiescent prominence is typically between 5
and 40 Gauss. In the model, the value for the toroidal field
in the centre of the flux rope was set to B0 = 1.44 Gauss.
This is lower than what is observed, but remember that
the initial condition represents a prominence that is already
erupting. The maximum velocity inside the flux rope was
set to vcme = 4000 km s−1 and the total amount of mass
added equals 4 × 1015 g. A visualisation of the initial state
is shown in Fig. 1.

3. Results
Figure 2 shows contours of the radial velocity at t =

15 min after the onset of the CME event. The initially
highly twisted magnetic field in the flux rope reconnects
with the overlying magnetic field, but the magnetic field
lines in the CME remain connected to the solar surface.

Figure 3 illustrates the longitudinal variation in the den-
sity and the velocity. This plot shows the density and ra-
dial velocity in the cross-section of three meridional planes
and the equatorial plane. The three meridional planes are
located at a constant azimuthal position of ϕ = 150◦,
ϕ = 165◦, and ϕ = 180◦. The velocity and density pro-
file in the original undisturbed background solar wind are
indicated on the plots with at dashed line. From these plots
it is clear that a strong shock is propagating ahead of the
CME. Since the CME is launched along the negative X -
axis, the part of the CME in the plane ϕ = 180◦ moves the
fastest.

Gopalswamy et al. (2005) studied the arrival times of
several historical fast events and these authors argue that
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Fig. 2. Snapshot at t = 15 min showing the radial velocity contours
(colour) and the magnetic field lines (black). The solar surface is
coloured with the radial magnetic field strength. Top: velocity contours
in the equatorial plane; bottom: velocity contours in the xz-plane.

the maximum initial speed of a CME may not be much
higher than ∼3000 km s−1. In the present simulation, the
plasma blob was given an initial speed in order to mimic the
eruption. Since no initiation mechanism was considered,
also the mechanism for accelerating CMEs is not captured
well in this simulation and the plasma cloud will experience
a strong deceleration in the initial phase of the simulation.
Therefore, the vcme parameter is set to a quite high velocity
of 4000 km s−1. However, remark that this high velocity
is only reached in one single point of the flux rope and the
average amount of extra velocity added corresponds to a
value of only ∼600 km s−1. The deceleration of the CME
is made clear in Fig. 4, where the position of the CME front
in the equatorial plane is plotted versus time. The figure
shows the height-time plots for the CME front in the three
meridional planes discussed above. The plot shows also the
height-time profile for the centre of mass, being defines as

rCRM =

∫
V

r ρ̄(r) d3 r
∫

V
ρ̄(r) d3 r

.

Fig. 3. Cut along the equator of the radial velocity (top) and the density
(bottom) at three azimuthal positions, 2 h 15 min after the launch of the
CME. The dashed line indicates the steady state wind value.

Fig. 4. Height-time curves for the position of the CME front along the
equator in three meridional planes and for the centre of relative mass
(CRM).

The centre of mass is calculated by using the relative den-
sity ρ̄, which is a measure for the excess or depletion of the
density with respect to the background solar wind density.
Since a CME is defined as an outward motion of a new, dis-
crete, bright, white light feature in the coronagraph field of
view, only those locations with an enhancement in density
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Table 1. Average velocity and acceleration of the CME front and of the
centre of relative mass (CRM).

ϕ = 150◦ ϕ = 165◦ ϕ = 180◦

〈v〉 1059 km s−1 1411 km s−1 1594 km s−1

〈a〉 −21.3 m s−2 −48.5 m s−2 −78.8 m s−2

of at least 10% with respect to the background density were
taken into account in the calculation of the centre of mass.

The height-time curves were fitted with first and sec-
ond order polynomials to obtain the average velocity and
acceleration. The measured quantities for the average ve-
locity and acceleration are summarised in Table 1. The
CME front (in the ϕ = 180◦-plane) shows a strong de-
celeration of 79 m s−2. The extensive statistical study of
Yashiro et al. (2004) pointed out that, on average, the accel-
eration of CMEs with average velocity 〈v〉 ≥ 900 km s−1

is −15 m s−2. The strong deceleration of 79 m s−2 of the
CME front is rare, but not un-occurring.

4. Conclusions
A three-dimensional time dependent MHD simulation of

a CME event has been performed, where the simulation
domain ranged from the lower corona up to 30R�. The
CME was mimicked by launching a high density flux rope
in the solar wind, where the used model for the background
wind represents solar minimum conditions. The magnetic
field topology of the flux rope was the Romashets and Van-
das (2003) solution in toroidal geometry. By applying the
transformations of Gibson and Low (1998), the flux rope
was stretched towards the solar surface, imitating a rising
prominence. The simulation presented in this paper is the
3D generalisation of the 2.5D models described in earlier
work (e.g. Jacobs et al., 2005; Chané et al., 2006). Three-
dimensional CME simulations provide the ability to investi-
gate the three-dimensional nature of CMEs. With the recent
launch of the STEREO mission, it will become possible to
check the outcome of the models with the multiple view
point observations made by STEREO.

The model presented here is different from the simula-
tions of e.g. Roussev et al. (2003) and Manchester et al.
(2004) in the sense that we add an extra amount of momen-
tum and energy to the flux rope, in order to have more con-
trol over its propagation. Roussev et al. (2003) used the flux
rope model of Titov and Démoulin (1999) and by removing
the overlying line current, the flux rope became unstable,
causing an eruption. In case no extra density or velocity is
added, the magnetic field of the flux rope in our model sim-
ply reconnects with the overlying coronal field, not causing
a violent eruption. This might be due to the low magnetic
field strength inside the flux rope and a higher magnetic
field strength might be desirable. Another weakness of the
simulation is the background wind model. The medium in
which the CME is propagating influences the evolution of
the CME. A more realistic wind model with input from
magnetograms and/or empirical laws (e.g. Wang and Shee-
ley, 1990) for the solar wind is then also necessary if the
model wants to be used to simulate specific CME events.
For future studies it might be interesting to investigate the
effect of the initial parameters like the amount of added ve-

locity, density, and magnetic field on the CME evolution.
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Non-thermal electrons at the Earth’s bow shock: A ‘gradual’ event
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The Earth’s bow shock is known to produce non-thermal electrons which are generally observed as a ‘spike’
in their flux profile. Here, in this paper, we present an analysis of electron and whistler wave properties for a
quasi-perpendicular shock crossing that is supercritical, but subcritical to the so-called whistler critical Mach
number, Mw

crit, above which whistler waves cannot propagate upstream. We have found that the amplitudes of
whistler waves increased exponentially as a function of time prior to the shock encounter, while the suprathermal
(>2 keV) electron flux similarly increased with time, although with differing e-folding time scales. Comparison
of the electron energy spectrum measured within the ramp with predictions from diffusive shock acceleration
theory was poor, but the variation of pitch angle distribution showed scattering of non-thermal electrons in the
upstream region. While not finding a specific mechanism to account for the electron diffusion, we suggest that the
whistlers seen probably account for the differences observed between this ‘gradual’ event and the ‘spike’ events
seen at shocks with no upstream whistlers.
Key words: Particle acceleration, scattering, bow shock, whistlers.

1. Introduction
Energetic electrons with energies of more than 20 keV

have been observed at and near the Earth’s bow shock (e.g.,
Fan et al., 1964; Frank and Van Allen, 1964; Anderson,
1969; Vandas, 1989). Since larger electron flux can be
found on the interplanetary magnetic field (IMF) tangent
to the bow shock (e.g., Anderson et al., 1979; Kasaba
et al., 2000), electrons are considered to be accelerated
in the quasi-perpendicular region where the shock angle
θBn is larger than 45◦. Gosling et al. (1989) were the
first to carry out comprehensive analysis of suprathermal
(<20 keV) electrons across the shock front. In their quasi-
perpendicular shock events, energetic electron flux was en-
hanced at the shock transition, and because of the local-
ized feature, they termed their events as ‘spike’ events. The
energy spectrum showed a power-law form with the spec-
trum index of 3–4. The pitch angle distribution was almost
isotropic at the transition layer while it was anisotropic in
both the upstream and the downstream regions. More re-
cently, Oka et al. (2006) conducted a statistical analysis of
the power law indices measured in the shock layers. They
reported that the power-law index of electron energy spec-
tra is regulated by the so-called whistler critical Mach num-
ber Mw

crit, which is defined as the critical point above which

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

whistler waves cannot propagate upstream.
In this paper, we report a shock crossing event that

showed a ‘gradual’ profile of non-thermal electron flux in
association with an intensification of precursor whistlers.
Contrary to the spike events reported by Gosling et al.
(1989), the electron flux increased exponentially with de-
creasing distance from the shock. The event has been de-
termined to be subcritical in relation to the whistler crit-
ical Mach number Mw

crit. We will describe properties of
the waves and discuss the origin and transport of the non-
thermal electrons in this gradual event.

2. Observation
Our event is observed by Geotail at ∼03:10 UT on 11

February 1995 at an inbound crossing of the bow shock near
the subsolar point, i.e., at (12.2, 4.0, 0.6)RE in the GSE co-
ordinate. Figure 1 shows the overview of main physical
parameters of the gradual crossing event. The shock transi-
tion appears as an abrupt change in both the magnetic field
data (MGF, Kokubun et al., 1994) as well as the plasma data
(LEP, Mukai et al., 1994). The shock normal direction es-
timated by the Minimum Variance Analysis (Sonnerup and
Cahill, 1967) was (0.94, 0.31, −0.17), consistent with the
shock normal derived from the semi-empirical bow shock
model of Peredo et al. (1995). This model is known to give
normal directions in agreement with those obtained by the
timing method of multi-spacecraft (Horbury et al., 2002).
The upstream parameters, MA and θBn , were then estimated
to be ∼6.8 and ∼68◦, respectively. (For various methods

603
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Fig. 1. From top to bottom are (a) magnitude |B|, (b) azimuthal φB , and
(c) latitudinal θB component of the magnetic field (MGF) with 3 s (black
line) and 1/16 s (gray line) sampling, and the energy-time (Et) diagrams
of (d) solar wind ions (LEP/SWI), (e) omni-directional energetic ions
(LEP/EAI), and (f) omni-directional electrons (LEP/EAE), respectively.

of shock normal determination, see, e.g., Paschmann and
Daly (1998).) Noticeable in the magnetic field data in Fig. 1
are the relatively large fluctuations increasing with time
(03:08–03:10 UT, δB/B ∼ 20%). Our particular interest
also goes to the time profile of higher energy (>0.5 keV)
electrons, as can be seen in the panel (f) as a smooth in-
crease of count rate in the time period of 03:09–03:11 UT.
It is noted that the spacecraft soon exited from the magne-
tosheath at 03:15 UT.

Figure 2 shows the detailed spectral properties of the
waves. They are dominated by the right-hand polarized
component accompanied by a frequency cut-off at around
fLH which threshold seems not to have been noted ear-
lier. We speculate that this is because whistler generation
concerns both ion and electron dynamics. There are tens
of detailed models for whistler generation, and it is not
the purpose of this letter to discuss the physical meaning
of fLH. From the Minimum Variance Analysis as well as
the Means method (Means, 1972), the propagation angle
θk B (the cone angle between the k-vector and background
magnetic field) were estimated to be 20–40◦. We also re-
moved the 180◦ ambiguity of the estimated k-vector using
one component of electric field (EFD) data (Matsui et al.,
1997). As a result, the waves with frequencies lower than
∼10 Hz indicated propagation toward the sun, away from
the shock front, consistent with a past report (Orlowski et
al., 1994). For higher frequencies, we could not obtain re-
liable results on the propagation direction, probably due to
the low intensities of the waves. Note that the cone angle
between the k-vector and the solar wind VSW, θkV , were
estimated to be 60–90◦ so that the Doppler shift was not
significant. Supportingly, the spectral slope of the high-
frequency range is approximately 5, consistent with past ob-

Fig. 2. From top to bottom are (a) the magnetic field magnitude (equiv-
alent with Fig. 1(a)), (b) root mean square of band pass filtered mag-
netic field, (c) FFT spectra obtained at region A, B, and C indicated by
the shaded regions in panel (b). The root mean square was obtained
from frequency greater than fourfold the ion cyclotron frequency and
has been normalized by the ambient magnetic field magnitude. Ar-
rows in panel (c) show ion cyclotron frequency ( fci = 0.19 Hz) and
lower-hybrid frequency ( fLH = √

fci fce = 8.4 Hz), whereas the black
curve shows the background level obtained from 03:07:05–03:07:20 UT
(indicated by two vertical lines). The red, green, and blue corresponds to
the R, L, and C component, respectively from the fluxgate magnetome-
ter (MGF/FX, <8 Hz, light colored) and the search coil magnetometer
(MGF/SC, <32 Hz, dark colored).

servations of right-hand polarized whistler waves (Orlowski
et al., 1995). While traveling upwind, the waves suffered
considerable (exponential) damping, as shown in the left-
hand side of Fig. 3, which shows the temporal profiles of
band pass-filtered magnetic field data. The characteristic
time scale of the damping was calculated for each best fit
model shown by the gray curves and found to be 47 s on
average.

All observed features described above are well consis-
tent with those of the so-called ‘1 Hz whistlers’ reported
elsewhere (e.g., Fairfield, 1974; Sentman et al., 1983; Or-
lowski et al., 1994). From the above arguments, we con-
clude the observed waves to be the right-hand polarized
whistler waves propagating away from the shock front.

It is to be emphasized that, while thermal electrons had
been studied with respect to whistler wave generation (e.g.,
Tokar et al., 1984; Orlowski et al., 1995), non-thermal
electrons, to the best of these authors’ knowledge, had never
been observed in association with the upstream whistlers.
Note again that the gradual profile of non-thermal electrons
has not been analyzed in the past in connection with the bow
shock crossing events as we will discuss below.

The right-hand side of Fig. 3 shows the time profiles of
electron phase space densities (PSDs). The flux increased
exponentially as the spacecraft approached the shock front.
The characteristic time scale of the increase was calculated
for each best fit model, shown by the red curves. Above
2 keV, the typical time scale was 24 s. During the flux in-
crease, a pitch angle distribution also changed, as shown
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Fig. 3. (left) Temporal distributions of averaged power spectral densities
(red, green, and blue for R, L, and C components) and their exponential
fits (gray lines, 03:08:00–03:10:00 UT). Numbers in each panel show
frequency ranges used for averaging. Frequencies are chosen so that
they correspond to the resonance conditions of electrons with energy
shown to the right. (right) Temporal distributions of electrons (black
lines) and their exponential fits (red lines, 03:08:00–03:10:30 UT).
Numbers in each panel show center energies of each energy channel.

in Fig. 4. Black symbols indicate the far upstream region
of the shock, and they show strong asymmetry (i.e., larger
flux in µ < 0 region, where µ is the cosine of pitch an-
gle α), indicating that electrons were streaming away from
the shock front. However, substantial amount of electron
counts were detected in the µ > 0 region during the time
interval from 03:08:30 to 03:10:00 UT, as indicated by red
symbols. By this time, the spacecraft was immersed in the
precursor waves. The distributions were isotropized in the
immediate downstream (green and blue symbols).

Figure 5 shows the electron energy spectra. The gray
line shows the spectrum obtained at 03:00 UT in the pure
solar wind where there was no contamination from the bow
shock. The open squares show the spectrum at 03:09:45 UT
just prior to the crossing. There was a significant amount of
energetic (>1 keV) electrons compared to the solar wind.
The spectrum is roughly a power law. The filled squares
show the spectrum at 03:10:26 UT just within the middle
of the shock ramp. It now forms a complete power law
above 2 keV. We then applied a chi-square fit above 2 keV
with a power-law f (E) ∝ E−� exp (−E/Eroll-off), where
E is the electron energy as variable, � = 4.3(±0.05),
Eroll-off = 3.5(±0.6), and the figures in the parenthesis are
the 68% confidence region. The resultant χ2/d.o.f. was
28/21, where d.o.f. is the degree of freedom and is equal to
the number of data points minus the number of free param-
eters. A fit with the kappa distribution covering the whole
energy range yielded relatively high χ2/d.o.f.. A similar

Fig. 4. Pitch angle distributions of electrons of energies 1.89, 2.25,
2.69, 3.21, 3.83, and 4.57 keV. The vertical and horizontal axes show
PSDs and µ (the cosine of pitch angle α), respectively. Since the
magnetic field was directed toward the sun, µ > 0 corresponds to
propagation away from the shock front. We have organized the obtained
three-dimensional distribution function by µ, and the horizontal axis
has been binned into 16 bins. The color code indicates different time
intervals (in UT), as shown in the annotation.

Fig. 5. Energy spectra of electrons during the bow shock transition.

spectrum was observed in the immediate downstream as
well. Note that Eroll-off was introduced to better fit the ob-
servation, but we have not succeeded in deriving informa-
tion of maximum attainable energy of electrons (Oka et al.,
2006).

3. Discussion
The ‘gradual’ profile of electron flux, the scattering of

particles, and the appearance of the power-law energy spec-
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trum remind us of the diffusive shock acceleration (DSA,
e.g., Blandford and Ostriker, 1978). In this process, par-
ticles are continuously scattered and move back and forth
across the shock front to gain a net momentum from the ve-
locity difference between upstream and downstream. How-
ever, there are some difficulties in the DSA to fully explain
the observed features. The observed density ratio r ∼ 2.5
(N1 = 21/cm3 for the upstream and N2 = 52/cm3 for
the downstream) and the classical DSA formula �DSA =
3r/2(r − 1) = 2.5 do not reproduce the observed � ∼ 4.3.
The quantitative difference can readily be interpreted by, for
instance, a free escape boundary that allows a significant
number of particles to escape from the acceleration region.
The discrepancy between the e-folding distances derived
from wave measurements (with the resolution of 47 s) and
particle measurements (with the resolution of 24 s) indicates
that the waves were not generated by the non-thermal elec-
trons and that self-scattering was weak. Therefore, we do
not consider the classic DSA mechanism to be fully respon-
sible for the generation of the observed power-law spectra.

Nevertheless, we still consider there was substantial scat-
tering in the upstream, as is evident from Fig. 4. We have
shown that the whistler waves were propagating along with
the majority of the electrons. Since the direction must
be opposite to that of electron streaming in order to sat-
isfy the cyclotron resonance condition, the cyclotron res-
onance by the right-hand-polarized whistlers is unlikely
as the physical mechanism of scattering. The observed
whistlers were oblique waves (θk B = 20–40◦), and so the
left-hand-polarized component and/or electrostatic compo-
nent of the waves might have been playing a role in electron
scattering. It should be also mentioned that the amplitudes
of the upstream waves were relatively high so that a non-
linear effect should have played a role not only for the scat-
tering but also acceleration. A recent theory indeed points
out the possibility of efficient particle acceleration at a tur-
bulent magnetic field where all scales are larger than the
particle gyroradius (e.g., Giacalone, 2005; Jokipii and Gi-
acalone, 2007). That the spectral index was relatively large
also favors this theory, although the detailed comparison is
left for future work.

We focus on the fact that the gradual profile was found at
the shock with MA slightly below Mw

crit (MA/Mw
crit ∼ 0.65

in this event). Our interpretation is as follows. In a higher
MA shock (MA > Mw

crit), whistler waves do not propagate
upstream so that any electron that escapes the shock front
cannot interact with the waves and the intense flux can
only be found at the shock front resulting in ‘spike’ events.
On the other hand, in a much lower MA shock (MA 

Mw

crit), there would be plenty of waves to scatter particles,
but the number of non-thermal electrons that are subject
to scattering is small. Therefore, we expect to find similar
events in the Mach number range slightly below Mw

crit.
Unfortunately, however, the time resolution needs to be

sufficiently high to resolve the decaying profile of non-
thermal electrons. In the 78 events of Oka et al. (2006),
there were a few events that seemed to be ‘gradual’, but the
decaying time was of the order of the time resolution of the
particle measurement (12 s), and thus we could not replicate
the analysis presented in this paper. We anticipate that more

sophisticated observations of multi-spacecraft mission such
as Cluster, MMS, and SCOPE/CrossScale will reveal the
nature of ‘gradual’ events.
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Influence of the foreshock of the Earth’s bow shock on the interplanetary
shock propagation during their mutual interaction
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Interplanetary shocks have been recognized as a very efficient source of geomagnetic disturbances. We present
a short study of the propagation of one interplanetary (IP) shock observed by five spacecraft located in the solar
wind far upstream of the Earth’s bow shock as well as in its close vicinity. The IP shock normal was highly
inclined from the Sun-Earth line and thus the IP shock-bow shock interaction started at the flank. We have
found a significant evolution of IP shock parameters during its motion along the bow shock. This modification is
discussed and attributed to the presence of strong fluxes of energetic particles in the foreshock.
Key words: Solar wind-magnetosphere interaction, upstream conditions, interplanetary shock, foreshock.

1. Introduction
Geospace is affected by the solar wind, a supersonic

plasma stream emerging from the Sun. Besides large-scale
structures (such as the interplanetary magnetic field sec-
tor and solar wind flow regime boundaries), eruptive solar
events of high intensity, predominantly solar flares result-
ing in halo Coronal Mass Ejections (CMEs) and solar en-
ergetic particle emissions, can have a significant impact on
geospace. The majority of the very intense storms were ob-
served to be associated with interplanetary CMEs (ICMEs)
and shocks passing by the Earth (Tsurutani and Gonzalez,
1997). They are an interplanetary manifestation of earth-
ward directed CMEs. For example, interplanetary pres-
sure events, like interplanetary (IP) shocks, compress or ex-
pand the magnetosphere and increase or decrease the mag-
netopause and tail currents that result in changes of other
near-Earth current systems (Le et al., 1998). The geoeffec-
tiveness of the solar wind structures and discontinuities is
related to their 3D geometry and orientation. Since multi-
spacecraft observations are necessary for the determination
of the 3D geometry and structure of shocks (and/or other
structures in the solar wind) (e.g., Thomsen, 1988), not too
many experimental studies have attempted to address this
problem.

Several studies have been done in the recent years an-
alyzing the solar wind interplanetary magnetic structures
that can be geoeffective (e.g., review by Gonzalez et al.,
1999). Vennerstroem (2001) examined 30 years of satel-
lite measurements of the solar wind during magnetic storms
and he had estimated the relative importance of the ejec-
tion of magnetic structures from the Sun and the stream in-
teraction processes during solar wind propagation in gen-
erating intense southward magnetic fields in the interplan-

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

etary medium. Echer et al. (2006) presented a statistical
study of the geoeffectiveness of the solar wind magnetic
interplanetary structures including magnetic clouds (MCs),
corotating interaction regions (CIRs) and interplanetary (IP)
shocks over a wide observational period. They observed
that magnetic clouds are more efficient than shocks or CIRs
in producing all geomagnetic disturbances and they have
confirmed that compound structures (shocks and MCs) are
more geoeffective in every type of magnetospheric activity
than isolated structures. However, the application of these
findings in the space weather models requires a precise fore-
casting of the structure arrival to the Earth that is generally a
difficult tasks (see e.g., Fry et al., 2003 or McKenna-Lawlor
et al., 2006).

A strong correlation between IP shocks impinging on
the magnetosphere and geomagnetic disturbances has been
reported by many authors (e.g., Gonzalez et al., 1999).
The interaction of IP shocks with the Earth’s bow shock
and their transmissions through the magnetosheath to the
boundary of the magnetosphere has been studied mainly
by a gas dynamic modeling (e.g., Dryer, 1973; Grib et al.,
1979; Spreiter and Stahara, 1994). Generally, it is assumed
that the incoming IP shocks are planar on the scale-size of
the magnetosphere in the undisturbed solar wind. Russell
et al. (2000) analyzed a single IP shock with four solar
wind spacecraft and found that normals calculated from the
data of three of them were consistent with the planarity
assumption (with the accuracy of the travel time estimates).
On the other hand, a deviation from planarity has also been
reported (e.g., Russell et al., 1983; Safrankova et al., 1998).

Two papers by Koval et al. (2005, 2006) demonstrates
that the shock front in the magnetosheath is inclined and
this inclination results in a delay of the shock arrival to the
magnetopause. A non-planar shock propagation through
the magnetosheath resulting from experimental observa-
tions has been confirmed by two numerical MHD simula-
tion results (Koval et al., 2006).
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The short survey has shown that the problem of the in-
teraction of an IP shock with the Earth’s magnetosphere is
not fully explained. Although MHD modeling achieved a
particular success in description of the IP shock interac-
tion with the bow shock (e.g., Zhuang et al., 1981; Grib,
1982; Yan and Lee, 1996; Samsonov et al., 2006), the mod-
els have two significant limitations: (1) their present codes
can be applied only to the shocks perpendicular to the so-
lar wind velocity and (2) they cannot account for foreshock
effects.

In the paper, we have identified one IP shock that was
registered by 5 spacecraft in the solar wind. Two of them
were located far upstream and three others in a close vicin-
ity of the bow shock in different positions with respect to
the expected foreshock boundary. Moreover, the shock nor-
mal determined either by the 4-spacecraft method or from
Rankine-Hugoniot relations (this method solves the full set
of Rankine-Hugoniot equations according to the Vinas and
Scudder (1986) paper) was declined on a large angle from
the Sun-Earth line. The paper is devoted to a comprehen-
sive study of this event and it is oriented to a preliminary
analysis of the foreshock effects.

2. Observation
The IP shock (probably CIR-driven) was first observed

by ACE near the L1 point at ∼0007 UT on August 10, 1998
and about 24 minutes later by WIND at the distance about
80RE from the Earth. As can be seen in Fig. 1, both space-
craft observed nearly rectangular jumps of all parameters;
the solar wind speed changed from ∼410 to ∼440 km/s
and the density from ∼4 to ∼9 cm−3. These jumps sug-
gest a rather weak IP shock but the shock parameters calcu-
lated from the WIND magnetic field and plasma data using
Rankine-Hugoniot relations show that its Alfvénic Mach
number is as high as 6.6 (vA = 54 km/s) in the normal inci-
dence frame. The reason is that, although the shock speed is
only 355 km/s in the observer reference frame, it is largely
(on ∼50◦) declined from the Sun-Earth line because the
shock normal vector is n = [−0.53; −0.44; 0.73] and the
shock speed in the solar wind frame is 346 km/s. The shock
can be classified as quasiperpendicular, �BN = ∼ 63◦.

The same IP shock was observed later by IMP 8, Geo-
tail, and Interball-1 in front of the bow shock. Since their
locations are very important for the present study, we are
bringing a sketch in Fig. 2. The spacecraft positions were
rotated into one plane but it should be noted that all of them
were very close to the ecliptic plane. We have used the tim-
ing of the shock observations by ACE, WIND, IMP 8, and
GEOTAIL and estimated the shock parameters. These pa-
rameters are given in the captions of Fig. 2 and one can note
that they are very similar to those derived from WIND mea-
surements. This fact confirms that the shock can be consid-
ered to be planar on the scale of the spacecraft separation.
The cross-section of the shock plane with the XYGSE plane
is shown as a dashed line in the figure.

Taking into account the shock orientation, one would ex-
pect that the shock would arrive nearly simultaneously to
IMP 8 and Geotail and with a significant delay to Interball-
1. We have chosen the magnetic field strength and ion flux
for a comparison of observation in different points that is
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Fig. 1. Fast forward shock observed on August 10, 1998 by ACE and
Wind upstream of the bow shock (thin dashed and dashed-dotted lines).
From the top to bottom: ACE (first four panels) and Wind (second four
panels) densities, velocities, and IMF strengths and all components.

shown in Fig. 3. The ion flux is computed as a product
of the proton speed and density for all spacecraft except
Interball-1 and it cover the energy range of several keV (up
to ∼25 keV) depending on a particular spacecraft. Interball-
1 was equipped with a special set-up of for ion flux mea-
surements without any selection of energies. Since the con-
tribution of high-energy ions to the total ion flux is small,
we assume that the different energy ranges cannot spoil the
results of our qualitative study.

The originally very steep IP shock front underwent a sig-
nificant evolution. The IMP 8 observation reveals similar
shock features as those observed by WIND but a strong
significant modification of the shock front was observed
by Geotail and no similar shock-like discontinuity was de-
tected at the Interball-1 location. Instead, Interball-1 ob-
served short spikes of both depicted parameters approxi-
mately at the predicted time of the IP shock arrival. These
spikes are followed by a gradual rise and they reached their
expected post-shock values only after 10–12 minutes.

3. Discussion and Conclusion
The shock front modification observed by Interball-1

cannot be probably attributed to a temporal evolution be-
cause the shock withstood unchanged for ∼35 minutes from
ACE to IMP 8 and the expected time lag between IMP 8
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10-Aug-1998

ACE WIND

IMP-8

INTERBALL-1

GEOTAIL

Fig. 2. Cylindrical projection of the spacecraft locations onto the equato-
rial plane. Jerab et al. (2005) and Petrinec and Russell (1996) mod-
els were applied to determine Earth’s bow shock and magnetopause
positions before the shock. Shock parameters computed from Rank-
ine-Hugenoit relations from the Wind data are: vsh = 355 km/s, and
n = [−0, 53; −0, 44; 0, 73] (an arrow at the Wind location). The nor-
mal and speed computed from timing of the 4 spacecraft (Wind, ACE,
Geotail, IMP 8) observations (Koval et al., 2005) are: vsh = 319 km/s,
and n = [−0, 55; −0, 29; 0, 77]. The dashed line shows this shock
plane.

and Interball-1 is about 7 minutes, only. On the other hand,
IMP 8 was orbiting in front of the quasiperpendicular bow
shock, whereas Interball-1 was moving in the quasiparal-
lel region and Geotail was probably near the ion foreshock
boundary as can be seen from the schematics in Fig. 4 (note
that the ion foreshock boundary lies downstream of that of
electron foreshock due to a smaller ion speed). Positions
of the spacecraft as well as the magnetic field vectors are
projected onto the XYGSE plane. The estimated location of
the IP shock is shown by thin dashed lines with about two-
minute spacing, the heavy dashed line stands for the elec-
tron foreshock boundary after the IP shock arrival. Both
upstream and downstream IMF orientations are shown by
the heavy arrows.

The main foreshock feature that can influence the prop-
agation of the IP shock is probably a presence of energetic
particles because the amplitude of ULF waves was very low
in our case (see Fig. 3). For this reason, we are showing
the temporal profiles of several energies measured by Geo-
tail and Interball-1 in Fig. 5. The estimated IP shock fronts
are distinguished by dashed vertical lines. The Interball-1
magnetic field profile is shown for the sake of reference.
The measurements of both spacecraft are, in some sense,
similar. Prior the IP shock arrival, both of them observe
gradually increasing particle fluxes at all energies. Their
anisotropy is very low. It is shown in the last panel for Geo-
tail as anisotropy coefficients and it can be estimated from a
(lack of) spin modulation in the Fp2 panel of the Interball-1
data (3th panel in Fig. 5). The anisotropy coefficients, a1
and a2, are amplitudes of the first and second harmonics of

WIND, IMP-8, GEOTAIL, INTERBALL 10-Aug-1998
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Fig. 3. IMP 8, Geotail, and Interball-1 observations of the IP shock
upstream of the bow shock on August 10, 1998. From top bottom: IMF
(first three panels) and ion fluxes (in units of 108 [cm−2 s−1]) from
IMP 8, Geotail, and Interball-1, respectively. In each panel, the IMF or
ion flux from Wind (thin lines) are presented for the sake of reference.

Fig. 4. The sketch of projections of spacecraft locations onto the ecliptic
plane that respects their real observations in different distances from the
electron foreshock boundary (heavy dashed line). The orientations of
upstream (Bu) and downstream (Bd) IMF are shown by the arrows. The
estimated orientation of the IP shock is depicted by thin dashed lines.

the Fourier fit to the measured ratio of paralell and perpen-
dicular particle fluxes. The increase of the particle flux can
be connected with the approaching IP shock because the
flux of particles accelerated there is added to the original
foreshock flux. The rise of the energetic particle flux is ter-
minated not at but about two minutes after IP shock arrivals
to both locations. After this peak, the particle flux drops
down by an order of magnitude and becomes anisotropic at
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INTERBALL,  GEOTAIL 10-Aug-1998

   
2
4
6
8

10

IB
 B

 [
n

T
]

   
2
4
6
8

10

IB
 B

 [
n

T
]

   

10

100

IB
 F

p
1

   

10

100

IB
 F

p
1

   

10

100

1000

IB
 F

p
2

   

10

100

1000

IB
 F

p
2

   

1

10

100

G
E

 F
i

   

1

10

100

G
E

 F
i

0040 0100 0120
UT

0.0
0.2
0.4
0.6
0.8
1.0

G
E

 a
n

i

0000 0040 0100 0120
UT

0.0
0.2
0.4
0.6
0.8
1.0

G
E

 a
n

i

a1
a2

Fig. 5. The temporal profiles of energetic particles measured on In-
terball-1 and Geotail before and after the IP shock transition. Inter-
ball-1 (first three panels) show 3 different energies (blue line—115 keV,
red—50 keV, and black—25 keV) in two directions (Fp1 in the sun-
ward and Fp2 near the anti-sunward directions). Geotail panels (two
bottom panels) show energetic particle fluxes (4th panel from top to bot-
tom—the energy range from 67 to 414 keV) and anisotropy coefficients
(a1 and a2 in the 5th panel).

the Geotail location. This decrease is probably connected
with the Geotail exit from the ion foreshock because the
IP shock (and the downstream IMF) approached the bow
shock about 2 minutes after it passed Geotail (see Fig. 4).
The drop of the energetic particle flux is associated with a
new rise of the magnetic field toward its post-shock equilib-
rium value (compare Figs. 3 and 5).

The behavior of the energetic particles at the Interball-1
location is more peculiar because their flux remains nearly
isotropic for about 6 minutes after the IP shock arrival and
then it jumps down and a strong anisotropy appears. An
analysis of pitch angles revealed that the flux at about 90◦

remains nearly on a previous level and only particles with
low and high pitch angles disappeared. This change is ac-
companied with a new rise of the magnetic field strength.
In this case, the delay of the change of energetic particle
properties cannot be connected with reformation of the fore-
shock and its source is unclear.

Finally, we have presented a short case study of the IP
shock propagation through the foreshock. We have shown
that the profiles of basic parameters can be substantially
modified, probably due to presence of energetic particles.
However, the exact mechanism of this modification requires
a further study that would include a modeling of particle
trajectories.
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in the near-Earth plasma sheet
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The earthward short-term (1-min. order) fast flow event (Flow Burst) and the long-term (10-min. order) fast
flow event (Bursty Bulk Flow) observed in the near-Earth plasma sheet are examined using three dimensional
MHD simulations on the basis of spontaneous fast reconnection model. It is well known that these fast flow events
are closely related to the magnetic substorms. On the other hand, it is considered that these fast flow events are
caused by the magnetic reconnection in the near-Earth magnetotail. The time profiles of plasma quantities in these
events observed by in-situ satellites are quite different in each event. Above Flow Burst and Bursty Bulk Flow
events are often examined separately due to the large difference in time scale. In this paper, these differences are
interpreted by the three-dimensional position of satellite relative to the X-line and the reconnection jet channel,
and the simulation results are directly compared with the results of in-situ satellite observations using the virtual
satellites located in simulation domain.
Key words: Earthward flow, magnetic reconnection, near-Earth plasma sheet, three-dimensional MHD simula-
tion.

1. Introduction
Earthward fast flows in the near-Earth plasma sheet have

been observed in association with geomagnetic substorms
(Angelopoulos et al., 1992). It is considered that these fast
flows are fast reconnection outflows. In space plasmas of
extremely large magnetic Reynolds number, magnetic re-
connection can convert magnetic energy to plasma ener-
gies most effectively by slow shocks. A possible fast re-
connection configuration, involving standing slow shocks,
was first proposed by Petschek (1964). In this respect, we
have proposed the spontaneous fast reconnection model.
This model predicts that the fast reconnection mechanism
spontaneously develops from inside the system by the self-
consistent interaction between plasma microscopic pro-
cesses and macroscopic reconnection flows (Ugai, 1984,
1986). The previous MHD simulations have demonstrated
that the spontaneous fast reconnection model works quite
effectively even in three dimensional situations (Ugai and
Kondoh, 2001; Ugai et al., 2004, 2005). Once the fast re-
connection builds up, an Alfvénic fast flow is caused, and
if the fast flow is obstructed, the reconnected field lines are
piled up, and a magnetic loop is formed. A magnetic loop
in our simulation is allowed to be formed because of a wall
boundary assumed at one edge of a current sheet system
(Ugai et al., 2003). Sergeev et al. (2000) showed a nar-
row transient flow jet using five spacecraft measurements.
They showed that the ∼3Re wide fast plasma jet propagates
from �40Re in the midtail, and is able to reach the inner
magnetosphere at 6.6Re in about 10 minutes. This property
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consists with the previous results of MHD simulations on
the basis of spontaneous fast reconnection model (Ugai et
al., 2003).

Earthward fast flow events observed in the near-Earth
plasma sheet have the different profiles in each event. For
example, Figs. 1(a) and (b) are the different two events
observed by Geotail satellite. These figures show the time
profiles of the plasma bulk velocity component Vx (top
panel), the magnetic field components Bx (dotted line), Bz

(solid line) (middle panel), and the ion density N (bottom
panel). These satellites observed at X = −29.67RE, Y =
7.50RE, Z = −1.26RE (a), X = −28.31RE, Y = 2.65RE,
Z = −2.03RE (b) in GSM coordinate, respectively. In
GSM coordinate system, these events were observed at very
near positions. The maximum velocity of Vx is almost
same, 600 km/s. As you can see, however, these two events
are quite different. The duration of the enhancement of flow
velocity in Fig. 1(a) (∼7 min.) is remarkably longer than
that in Fig. 1(b) (∼1 min.). The variation of the ion density
in the course of fast flow is large in Fig. 1(a), while that is
little in Fig. 1(b). In this paper, we examine the earthward
fast flow using three-dimensional MHD simulations on the
basis of spontaneous fast reconnection model, and what
causes these differences.

2. Simulation Model
The earthward fast flow is closely related to the formation

of magnetic loop (or magnetic dipolarization), so that the
present simulation model is similar to the one of the 3D
magnetic loop dynamics (Kondoh and Ugai, 2007).

These previous magnetic loop simulations using the wall
boundary showed that the fast magnetic reconnection pro-
duces fast reconnection jet, and it flows in plasma sheet and
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Fig. 1. Geotail observation data showing the plasma bulk velocity com-
ponent (Vx ), magnetic field components (Bx , Bz) and ion density (N )
(12:15–12:25 UT, 14 February 1998 (a), 20:30–20:40 UT, 27 January
1996 (b)). The variables in parenthesis indicate the corresponding ones
in our coordinate system.

is suddenly braked at the boundary between the dipolar and
tail-like magnetic field because of the counterward pressure
force, and the reconnection jet is decelerated. This situation
may be consistent with the earthward fast flow, and these re-
sults are in good agreement with the situation inferred from
the observation results of earthward fast flow (Shiokawa et
al., 1997).
2.1 Simulation modeling

As an initial configuration, the one-dimensional anti-
parallel magnetic field B = [Bx (y), 0, 0] is assumed as:
Bx (y) = sin(πy/2) for 0 < y < 1; Bx (y) = 1 for 1 <

y < Y1; Bx (y) = cos[(y − Y1)π/1.2] for Y1 < y < Ym(=
Y1 + 0.6); Bx (y) = 0 for Ym < y; also, Bx (y) = −Bx (−y)

for y < 0. The plasma pressure P(y) initially satisfies the
pressure-balance condition, P + B2

x = 1 + β0, where β0

is the ratio of plasma pressure to the magnetic pressure in
the ambient magnetic field region 1 < y < Y1, so that
P(y = 0) = 1+β0 initially (in the present study, β0 = 0.15
is taken); Initially, fluid velocity u = (0, 0, 0) and constant
temperature T = P/ρ = 1 + β0 is assumed, so that the
plasma density ρ initially satisfies ρ(y) = P(y)/(1 + β0).
The normalization of quantities, based on the initial quanti-
ties, is self-evident; Distances are normalized by the half-
width of the current sheet d0, B by the field strength in
the magnetic field region Bx0, P by B2

x0/(2µ0), and ρ by
ρi = ρ(y = 0); also, u by VAx0(= Bx0/

√
µ0ρi ), time t

by d0/VAx0, current density J by J0 = Bx0/(µ0d0), and so
forth.

Here, the conventional symmetry boundary conditions
are assumed on the (x, y), (y, z), and (z, x) planes. Hence,
the computational region can be restricted to the first quad-
rant only and taken to be a rectangular box, 0 < x < Lx ,

0 < y < L y , and 0 < z < Lz ; also, for simplicity, the con-
ventional symmetry boundary condition is assumed on the
outer boundary plane x = Lx , and on the other boundary
planes (y = L y and z = Lz) the free boundary conditions
are assumed.

As in the 2D model, a current-driven anomalous resistiv-
ity model is assumed in the form,

η(r, t) = kR [Vd(r, t) − VC] for Vd > VC,

= 0 for Vd < VC
(1)

where Vd(r, t) = |J(r, t)/ρ(r, t)| is the relative electron-
ion drift velocity, and VC may be a threshold for micro
instabilities. Here, kR = 0.003 and VC = 12 are taken.

In order to disturb the initial static configuration, a local-
ized resistivity model is assumed around the point (Lx , 0, 0)
in the 3D form,

η(r) = η0 exp
[
− ((x − Lx ) /kx )

2 − (|y|/ky
)3 − (|z|/kz)

3
]

(2)

Here, we take kx = ky = 0.8 and η0 = 0.02 in the manner
similar to the previous 2D simulations; also, kz provides
the 3D effects, we take kz = 5 in the present study. The
disturbance (2) is imposed only in the initial time range
0 < t < 4, and the anomalous resistivity model (1) is
assumed for t ≥ 4. Hence, the fast reconnection mechanism
may be triggered at x = Lx in this model.

It should be noted that sufficiently small mesh sizes
are required for precise computations of the spontaneous
fast reconnection evolution, so that we assume �x =
0.04, �y = 0.015, and �z = 0.1. Also, we take the
magnetic field region size Y1 = 4, and the whole compu-
tational region size is assumed to be Lx = 10, L y = 9.6
and Lz = 9.8. Here, we should notice that positive x, y, z-
directions in this paper correspond to tailward, south-ward,
and east-ward in usual GSM co-ordinate system, respec-
tively.

3. Results
In this simulation model, initiated by the disturbance (2)

given at x = Lx in the finite extent |z| < kz = 5, the cur-
rent sheet thinning occurs near the x = Lx , giving rise to
distinct enhancement of the current density. Once the drift
velocity Vd exceeds the given threshold (1), fast reconnec-
tion drastically grows as nonlinear instability because of the
positive feedback between the anomalous resistivity and the
reconnection flow. Ahead of the Alfvénic reconnection jet
flowing to negative x-direction, a large-scale 3D plasmoid
is formed and propagates, and the plasmoid collides with
the x = 0 wall boundary, giving rise to a 3D magnetic loop.
3.1 Virtual observations

In order to directly compare the simulations with the
satellite observations, let us consider such a virtual satellite
that is located at a spatial point (x, y, z) in the plasma sheet.
For simplicity, we assume that the satellite does not move in
spite of the progress of time. Then, the virtual satellite can
readily detect the temporal changes of plasma quantities at
its location on the basis of the simulation results. In what
follows, we examine what the virtual satellite observes as
the fast reconnection mechanism builds up and proceeds.
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Fig. 2. Time variations of −Vx , Bx , −By , ρ, and P for the interval of
t = 30 to 42 at X = 4.0, Z = 0.0, Y = 0.0 (a) and 0.8 (b).

At first, two virtual satellites are located at the positions
(4.0, 0.0, 0.0) and (4.0, 0.8, 0.0) in order to examine the pro-
files at different y-positions. These positions correspond
to them in the central plasma sheet (hereafter, call CPS)
and near the plasma sheet boundary layer (hereafter, call
PSBL), respectively. Figure 2 shows the temporal varia-
tions of the plasma flow velocity (top panel), magnetic field
components (middle panel), plasma pressure and plasma
density (bottom panel) detected by the virtual satellites lo-
cated at (4.0, 0.0, 0.0) (a) and (4.0, 0.8, 0.0) (b). In the CPS
(a), the earthward flow velocity Vx reaches Alfvén veloc-
ity. The local magnetic field dipolarizes a little. P and ρ

largely decrease in the course of the fast flow, and the tem-
perature becomes high there. On the other hand, near the
PSBL (b), the enhancement of Vx is small and short, Bx

largely decrease in the course of fast flow. The clear dipo-
larization is also detected. The durations of the variations
in P and ρ are nearly same and short. The temperature
in the course of the fast flow is high as well as that in the
CPS. The peak times of the pressure enhancement TP indi-
cated by the vertical solid lines are almost same t ∼ 37.7.
The vertical dotted lines indicate the peak times of the other
quantities. The earthward flow speed |Vx | at TP are almost
same ∼1.0 at both positions. The earthward flow speed in
the CPS gradually increase from t ∼ 30, whereas it near the
PSBL starts to increase just before TP . The anti-correlation
between the earthward flow speed |Vx | and earthward com-
ponent of magnetic field Bx is clear in Fig. 2(b). This rapid
increase (decrease) and decrease (increase) of |Vx |(Bx ) near
the PSBL means that the satellite suddenly goes in the fast
flow channel and suddenly goes out there.

Secondly, the other two virtual satellites are located at
(4.0, 0.4, 0.0) and (4.0, 0.4, 1.2) in order to examine the
profiles at different z-positions. These positions correspond
to the those in the channel of Alfvénic fast flow (hereafter,
call fast flow channel) and outside of the fast flow channel
in the z-direction, respectively. In Fig. 2, the one satellite

Fig. 3. Time variations of −Vx , Bx , −By , ρ, and P for the interval of
t = 30 to 42 at X = 4.0, Y = 0.4, Z = 0.0 (a) and 1.2 (b).

was located in the y = 0 plane in order to examine the
profiles of the satellite observations at different y-positions.
However, it is rare case that the actual satellites are located
in the neutral sheet, that is, they observe no Bx compo-
nent. Therefore, these two virtual satellites are located in
the y = 0.4 plane. Figure 3 shows the temporal variations
of the plasma flow velocity (top panel), magnetic field com-
ponents (middle panel), plasma pressure and plasma den-
sity (bottom panel) detected by the virtual satellite located
at (4.0, 0.4, 0.0) (a) and (4.0, 0.4, 1.2) (b). In the fast flow
channel (a), the enhancement of earthward flow speed is
large, but the satellite goes out the fast flow channel in the
y-direction at t ∼ 40. The plasma pressure and density
decrease is significantly large. On the other hand, the en-
hancement of earthward flow speed observed outside the
fast flow (b) is small, but the duration is very long because
the satellite does not go out the fast flow channel in the y-
direction easily due to the calm plasma sheet thinning. The
decrease of plasma pressure and density observed outside
the fast flow channel is not so large.

4. Summary
In this paper, the earthward fast flow events observed in

the near-Earth plasma sheet were examined using three di-
mensional magnetohydrodynamics simulations on the basis
of the spontaneous fast reconnection model. In particular,
the properties of the variation of physical quantities in each
observation point relative to the X reconnection line and the
narrow channel of fast reconnection jet were investigated in
three dimensions. The time variations of physical quantities
observed by virtual satellites were quite different between
the satellite positions in central plasma sheet and near the
plasma sheet boundary layer. The satellite located in cen-
tral plasma sheet does not go out the narrow channel of fast
flow, so that the enhancement of earthward fast flow speed
is large, and the decrease of plasma pressure and density
is large. On the other hand, the satellite located near the
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plasma sheet boundary layer suddenly comes in the narrow
channel and suddenly goes out, so that the enhancement of
earthward fast flow speed is small and short, the decrease
of earthward component of magnetic field is large in the
course of fast flow, and the variations of plasma pressure
and density are observed only in the course of fast flow.
The time variations of physical quantities observed by vir-
tual satellites were also quite different between the satellite
positions in the sheet current direction. As mentioned in
Introduction, the Alfvénic earthward fast jet flows in very
narrow channel. In addition to this, relatively slow earth-
ward jet (about 1/3 of Alfvén speed) flows in wider region
in the sheet current direction. In that region, plasma sheet
thinning is also calm, so that the satellite located in that re-
gion does not go out that region easily. Therefore, the long
duration enhancement of earthward flow is observed in that
region. Let us interpret the positions of the satellites which
observed the sample two events shown in Introduction on
the basis of these results. The properties in Fig. 1(a) were
long enhancement of earthward flow speed, small variation
of earthward component of magnetic field, small increase
of northward component of magnetic field, and small de-
crease of plasma density. These properties are same as that
observed in the region near the central plasma sheet and
outside of the narrow channel of the Alfvénic fast flow. On
the other hand, the properties in Fig. 1(b) were short en-
hancement of earthward flow speed, very small variation
of plasma density, and large variation of earthward com-
ponent of magnetic field. These were clearly same as the
results observed at the near plasma sheet boundary layer. In
summary, we have demonstrated that the time variation of
plasma quantities in the earthward fast flow event depends
on the satellite position, in particular on the position relative
to narrow channel of Alfvénic fast flow.
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Previous studies have shown that auroral luminosity oscillations are often associated with substorms. Here we
examine photometer data for the magnetospheric substorm on April 1, 2000 (expansive phase onset at 0525 UT)
to study the detailed timing of the auroral oscillations relative to onset. Accurate timing information for the
periodicities in the photometer data were determined using the wavelet transform. We find that the oscillations
occur primarily during the recovery phase.
Key words: Aurora, substorm, wavelet, CANOPUS.

1. Introduction
Magnetospheric substorms are among the more conse-

quential space weather effects, second in importance only to
the massive and global space storms. Several studies have
considered the effects of magnetohydrodynamic (MHD)
waves on particle precipitation in the ionosphere (Berger,
1963; Davidson, 1990; Milan et al., 2001), and a strong link
has been suggested between discrete auroral arcs and MHD
waves (Samson et al., 1996; Wanliss and Rankin, 2002;
Wanliss et al., 2002). MHD field line resonances (FLRs) are
formed through wave coupling of compressional and shear
Alfvén waves. The local compression of the magnetosphere
at substorm expansive phase onset generates compressional
MHD waves that encounter positive gradients in the Alfvén
velocity leading to the excitation of shear Alfvén waves on
the magnetic shells distant from the source of the onset. Be-
cause of the coupling of energy at spatially different loca-
tions, auroral activity is expected to occur at high and low
latitudes. Theory predicts that the high latitude activity will
feature a poleward phase shift of 180 degrees across the belt
of auroral oscillation (Hughes, 1983; Liu et al., 1995). Sim-
ilarly, the low latitude activity should exhibit a 180 degree
equatorward phase shift and a temporarily varying parallel
electric field will be established along the resonant field line
(Block and Fälthammer, 1990; Liu et al., 1995). A conse-
quence of this parallel electric field is the periodicities of
the precipitating protons and electrons are anti-correlated.
If there were no parallel electric field there should be no
such phase difference and the precipitation of protons and
electrons would likely be similarly modulated (Liu et al.,
1995).

In this study we examine the timing of substorm associ-
ated auroral oscillations in order to determine which sub-
storm phase they are associated with. The data are for the
substorm on April 1, 2000 previously studied in detail by
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ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
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Wanliss and Rankin (2002). They found 2.2 mHz pulsations
in magnetometer and photometer data. The proton and elec-
tron auroras were found to oscillate essentially out of phase,
and the variation of phase across the peak in the luminos-
ity resonance followed the pattern expected for the coupling
of resonant Alfvén modes by normal compressional modes
in the magnetotail. The previous work established accu-
rate frequency information, but here we wish to establish
detailed timing of the oscillations, a task for which the mul-
tiple filters of the wavelet transform are best suited.

2. Data Description
Wanliss and Rankin (2002) used photometer data from

the Gillam meridian scanning photometer in northern
Canada and found luminosity oscillations associated with
magnetospheric substorms. They examined photometer
and magnetometer data of a magnetospheric substorm on
April 1, 2000 which had its expansive phase onset at
0525 UT. They examined the proton (486.1 nm) and elec-
tron (557.7 nm, 630.0 nm) auroras. The 486.1 nm (Hβ)
emission is caused by precipitation of protons of tens of
keV, 557.7 nm from hot electrons of several keV, and
630.0 nm from warm electrons of a few hundred eV. This
particular substorm occurred during a moderate space storm
recovery phase with minimum Dst = −60 nT. Figure 1
shows the 557.7 nm photometer data from the Gillam sta-
tion (GILL). The data show brightness (Rayleighs) as a
function of latitude and time. Each meridian scan takes one
minute to complete, and data are organized into 17 latitu-
dinal bins. The substorm growth phase is indicated by the
steady equatorward motion of the auroras prior to 0525 UT,
indicative of stretching of the inner magnetotail (Wanliss et
al., 2000). At this time the emissions brighten and begin
to move poleward, indicative of dipolarization of the previ-
ously stretched field lines.

A Fourier spectrogram of each wavelength revealed
a peak around 2.2 mHz (Wanliss and Rankin, 2002).
The 630.0 nm wavelength also showed peaks at 2.9 and
3.8 mHz. Using CANOPUS magnetometer data the Pi2
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Fig. 1. Photometer data (557.7 nm) from the Gillam station for April 1, 2000 where substorm onset begins at the 309th minute of the day. The first
vertical line indicates substorm onset and the two other lines indicate an equatorward intensification of the aurora.

pulsation was found to be localized between 67.4 and 69.7
degrees geomagnetic latitude. A phase correlation analy-
sis was performed to determine if the spectral peaks might
be related to field line resonances (FLR). The signals at
66.6, 66.1, and 65.6 degrees magnetic latitude, were anti-
correlated which is consistent with a FLR and a parallel
electric field. The phase shift around 2.2 mHz showed a
120 degree phase shift at ∼66 degrees for the 557.7 nm line
which is lower than the theoretically required 180 degrees
expected for a FLR (Chen and Hasegawa, 1974). For the
630.0 nm emission there was a 100 degree phase change
which is qualitatively consistent but not quantitatively con-
sistent with the FLR theory.

3. Wavelet Analysis Method
As with our previous work we produce a spectrogram

of the photometer data for the substorm on April, 1 2000.
Spectral analysis yields excellent frequency resolution for
the peaks in the spectrogram, but poor timing information.
In this study we seek good timing and frequency informa-
tion, thus the wavelet transform is used to identify signif-
icant spectral power in frequency/time space. The varying
size of the frequency/time bins makes it easier to identify
wave power in time compared to the fixed size of the fre-
quency/time bins in the windowed Fourier transform. Obvi-
ously, good time information results in decreased frequency
resolution.

The output of the wavelet transform is both time and fre-
quency dependent which is similar to the windowed Fourier
transform. However, one obvious difference is the variable

time length of the wavelet which results in a variable scale
size or frequency band. The user does not need to know the
frequency band to be searched for significant waves. The
time span of the wavelet determines the frequency of the
band in the spectrum. The wavelet makes multiple passes
through the time series, adjusting its size for each pass. This
is necessary to guarantee a complete period will fit in the
wavelet and be recognized as a true wave, not a disconti-
nuity. The resulting wave power is distributed in frequency
and time. The highest possible frequency of the wavelet
transform is the Nyquist frequency which is determined by
the sampling rate. The lowest possible frequency is deter-
mined by the time length of the time series. The version
of the wavelet transformed used in this study, required a
minimum of eight complete wavelets to fit in the time se-
ries. The time length of the wavelet determines the lowest
possible frequency. The multiple scale sizes also provide
an advantage, in terms of timing issues, over the windowed
Fourier transform. There is little power leakage along the
time axis.

The power element of the wavelet transform represents
the variance of the original time series at a specific range of
time and frequency. Percival and Walden (1993, 2000) and
Torrence and Compo (1998) showed the distribution of the
power elements of the windowed Fourier and wavelet spec-
trums are similar to a chi-square distribution with 2 degrees
of freedom. Therefore, analysis of variance (ANOVA) can
be performed on the output to determine an accurate esti-
mate of the frequency/time spectrum of the time series or
the power spectral density (PSD).
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Fig. 2. The wavelet spectrum of the 557.7 nm photometer data measured at 61.6 degrees latitude. The regions outlined highlight significant spectral
power.
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Fig. 3. The significant peaks in the 486.1 nm photometer spectra based on measurements at different latitudes. The data are divided into time intervals
which represent the phases of the substorm. The vertical dashed lines mark the CMS frequencies greater than 1 mHz.
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Fig. 4. The significant peaks in the 557.7 nm photometer spectra based on measurements at different latitudes.
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Fig. 5. The significant peaks in the 630.0 nm photometer spectra based on measurements at different latitudes.
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The power spectrum is determined from the baseline
power level for each frequency band from which wave
amplitudes can be measured (Percival and Walden, 1993,
2000; Torrence and Compo, 1998). The process of anal-
ysis of variance for the wavelet power spectrum assumes
the time series has a mean power spectrum (Torrence and
Compo, 1998). If a peak in the spectrum is significantly
above the background then it can be assumed to be a true
feature with a particular percent confidence (Torrence and
Compo, 1998). A 90% confidence level was calculated for
each scale which spans the entire length of the time series
(256 minutes). Any random power variable with a value
less than the 90% confidence level has a 90% probability
of being the true mean and was considered to be part of
the background. A power value greater than the confidence
level is considered extraordinary and therefore significant.
Any significant power value is considered to be a real peak
in the spectral estimate.

We have used the complex valued Morlet wavelet over a
256 minute interval (±128 minutes from substorm onset).
The time resolution of the continuous wavelet transform
(CWT) increases at higher frequencies where the bandwidth
gets larger (Press et al., 1992; Percival and Walden, 2000).
For this analysis, the transform is set up for 56 scales or
frequency bins; there are 5 subscales for every scale and
there are 11 scales. These scales span 0.47 mHz to 500 mHz
which is the Nyquist frequency. The first 18 scales (0.47 to
5.73 mHz) were used for this analysis. Figure 2 shows the
spectrogram for the 557.7 nm data with the 90% confidence
level indicated.

4. Results
The significant peaks from the seventeen latitudes for

each of the three auroral wavelengths are combined to cre-
ate Figs. 3 through 5. The spectra are summarized accord-
ing to latitude and frequency across the entire 256 minute
interval around the substorm onset which is marked as time
equal to zero. The error bars indicate the bandwidth of the
peaks. The error bar range marks high and low frequencies
where the signal/noise drops below a value of 1. The ver-
tical dashed lines mark the CMS frequencies greater than
1 mHz as identified by Samson et al. (1991) (1.3, 1.9, 2.7
and 3.3 mHz).

We find that spectral peaks in the 3 observed auroral
wavelengths (486.1, 557.7, and 630.0 nm) have a North-
South alignment during the expansion phase of the sub-
storm. The North-South arrangement is a result of the
spectral peaks from the 17 different latitudes possessing the
same frequency. In each of the three studied auroral wave-
lengths no significant wave activity is observed during the
growth and early expansive phases of the substorm (−50 to
0 min, and 0 to 5 min). Figures 3 through 5 show that the
peaks in the spectrum form a North-South arrangement near
one of the CMS frequencies, with most significant activity
occurring from 10 to 30 minutes after substorm onset when
the expansion phase is well developed.

5. Discussion
The study by Wanliss and Rankin (2002) showed how os-

cillations in the aurora were tied to substorm initiated, field
line resonances. Here we have considered the timing of the
FLR. Whereas the previous study accurately determined the
frequency of the auroral oscillations, here we have utilized
the wavelet transform to achieve accurate and quantitative
isolation of the timing of significant oscillations. We find
that the auroral oscillations for both electron and proton au-
roras do not begin at substorm expansion phase onset, but
several minutes after the identified onset, and at a relatively
localized latitude range. The oscillations intensify through-
out the rest of the expansion phase across a wide range of
latitudes, before dying down during the substorm recovery
phase.
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In this paper we construct a regression relationship for predicting Dst 1 hour ahead. Our model uses only
previous Dst values. This regression is totally unbiased and does not rely on any physical model, except for the
fact that Dst somehow contains the information on the recurrent geomagnetic storms. This regression has the
prediction efficiency of 0.964, linear correlation with official Dst index of 0.982, and RMS of 4.52 nT. These
characteristics are inferior only to our other model, which uses satellite data and provides the prediction efficiency
of 0.975, linear correlation with official Dst index of 0.986, and RMS of 3.76 nT. This makes it quite suitable for
prediction purposes when satellite data are not available.
Key words: Space weather, statistical model, Dst prediction.

1. Introduction
Space weather prediction is one of the main tasks of mod-

ern space research. The necessity of such activities was
well understood for a long time (Marubashi, 1989). Space
weather prediction activities divide into two large cate-
gories: prediction of space weather directly in space, and
prediction of space weather manifestations on the Earth.
The first category is mostly important for planning of
space missions, predicting and evading hardware failures
of spacecraft due to arcing in electronic components, and
assuring astronaut safety with respect to radiation hazard.
These tasks mainly require prediction of energetic particle
fluxes. The second category deals with influence of space
weather on power grid operation, radio communications,
and health of people, especially those with cardiovascular
diseases. These tasks mainly require prediction of geomag-
netic disturbances. This article will focus on space weather
prediction on the Earth.

There are many quantitative indices of geomagnetic ac-
tivity. The most widely used of them are storm-time distur-
bance Dst and planetary geomagnetic activity index Kp. Dst
is more convenient for prediction purposes, because it di-
rectly equals the disturbance of H -component on the Earth
measured in gammas (1γ = 10−4 Gs = 1 nT). It is aver-
aged over several low- and mid-latitude magnetometer sta-
tions and is usually associated with the westward ring cur-
rent, which appears during the storm at 4–8RE, although
this association was strongly criticized by e.g. Campbell
(1996). At the same time, Kp is an integral and more arti-
ficial characteristic of the overall level of geomagnetic dis-
turbance. In this paper Dst is used for space weather pre-
diction.

Space weather prediction is a challenging and nontrivial
activity (Joselyn, 1995; Li et al., 2003). Since Burton et

Copyright c© The Society of Geomagnetism and Earth, Planetary and Space Sci-
ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
of Japan; The Geodetic Society of Japan; The Japanese Society for Planetary Sci-
ences; TERRAPUB.

al. (1975) published their pioneering work, many authors
tried to forecast space weather indices. Papers (Kugblenu
et al., 1999; Watanabe et al., 2002; Wing et al., 2005;
Pallocchia et al., 2006) featured neural network approach;
papers (Zhou and Wei, 1998; Balikhin et al., 2001; Harrison
and Drezet, 2001) incorporated adaptive filtering; papers
(Rangarajan and Barreto, 1999; Oh and Yi, 2004; Wei et al.,
2004; Johnson and Wing, 2004) applied statistical methods;
papers (Burton et al., 1975; Valdivia et al., 1996; O’Brien
and McPherron, 2000a, b; Temerin and Li, 2002; Ballatore
and Gonzales, 2003; Cid et al., 2005; Siscoe et al., 2005;
Temerin and Li, 2006) used empirical models; and papers
(Dryer et al., 1984; Raeder et al., 2001) developed global
MHD simulations.

The best results for 1-hour prediction were achieved by
Temerin and Li (2002, 2006), who used an empirical model.
They achieved the prediction efficiency of 0.91, linear cor-
relation of 0.95 and RMS of 6.4 nT. Neural network ap-
proach provides short-term predictions up to 4 hours in the
paper (Wing et al., 2005). It experiences significant difficul-
ties predicting geomagnetic storms with Kp > 5, though.
Adaptive filtering seems more successful being able to pro-
vide 8-hour predictions in the paper (Harrison and Drezet,
2001). However, in the papers, which incorporate adaptive
filtering, the volume of the dataset usually does not exceed
6 months of data (4380 points), which is not enough to cor-
rectly describe long-time variations in geomagnetic activity,
caused, e.g., by 11-year solar cycle. Statistical methods give
interesting results, but were rarely used for prediction, and
much more often for developing and constraining empirical
models (Johnson and Wing, 2004). Empirical models were
the most often used, and provided some of the best 1-hour
predictions. Most of them are improvements of the empir-
ical relationship proposed in a pioneering paper by Burton
et al. (1975), who analysed the ring current injection and
decay. However, their model suffered from the lack of solar
wind data and poor physical understanding of solar wind-
magnetosphere interaction at that time. Global MHD simu-
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Fig. 1. Scatter plots of measured Dst versus Dst 1 hour ago (on the left) and versus predicted Dst (on the right).

lations give the longest prediction times but fail to correctly
describe kinetics in boundary layers and ballooning insta-
bilities, which are believed to be responsible for the sub-
storm onset.

Here we use the same method as in our other article
(Parnowski, 2008), which combines statistical and empir-
ical approaches. We payed attention mostly to 1-hour pre-
diction, though we obtained a 9-hour prediction as well. We
predicted Dst 1 hour ahead because the temporal resolution
of the dataset was 1 hour, so we just predicted the next value
in the series. Besides, longer prediction times resulted in
predicted value being shifted in time. For prediction we
use only that information, which is available at the moment
when prediction is made, i.e. 1 hour prior to the predicted
value. We will reference to this value as “1 hour ago”. We
determine the quality of prediction by 3 values: residual
mean square (RMS), prediction efficiency (PE), defined as
[1 − (mean squared residual)/(variance of data)] (Temerin
and Li, 2002), and the linear correlation coefficient (LC)
between the prediction and Dst. In the article (Parnowski,
2008) we constructed a regression relationship, which pro-
vides PE = 0.975, LC = 0.986, and RMS = 3.76 nT.

However, this relationship requires satellite data to be
continuous for the previous 20 hours. Thus, when the data
contain a gap for some reason, we are unable to predict Dst
for the next 20 hours. For this reason, we need an ‘emer-
gency’ regression, which would operate without satellite
data. Besides, satellite data are often missing during very
strong geomagnetic storms, which are the most interesting
events. Such a regression will be constructed in this article.

2. Data, Routine and Results
We used the OMNI 2 database, available at NSSDC

(http://nssdc.gsfc.nasa.gov/omniweb/). It contains IMF, so-
lar wind and geomagnetic data, averaged over 1-hour inter-
vals (49 parameters in total, starting from Jan 1, 1963). The
complete 43-year Dst time series given therein is continu-
ous and features an eye-visible 27-day and 11-year period-
icity, which hints for strong dependence on solar activity.

We seek Dst in a regression form

Dst( j) =
∑

i

Ci xi ,

where j is the current step (number of hours since Jan 1,

1963), Ci are the regression coefficients, and xi are the
regressors, which are functions of input quantities and their
combinations. Values of Ci are determined by the least
square method with equal statistical weights of all points,
and the statistical significance of the regressors–by Fisher
test (Fisher, 1954; Hudson, 1964).

The initial number of regressors was deliberately exces-
sive to let Fisher test select the most statistically significant
of them. This was done in the following way. After pro-
cessing the data with the least square method, Fisher sig-
nificance parameter F was determined for each regressor.
All F values were compared to the values 2.7055, 3.84,
5.02, 6.635, 7.879, 10.83 and 12.1, which correspond to
statistical significance of 90, 95, 97.5, 99, 99.5, 99.9 and
99.95% respectively. Then, insignificant regressors were
rejected and the routine was repeated until all the regres-
sors were significant. We chose the minimal significance
level of 90%. In contrast to empirical models we do not
add fitting parameters and all the regressors have obvious
physical meaning. The described routine was applied to the
complete 43-year dataset sans rejects. More details on the
routine can be found in the paper (Parnowski, 2008).

First, we determined which previous Dst values are sta-
tistically significant. For this purpose, we constructed a re-
gression

Dst( j) = C0 +
N∑

i=1

Ci Dst( j − i),

where N is the oldest Dst value; we reached the value N =
900. We found that there are statistically significant values
as far as 801 hours ago (33 days and 9 hours). The statistical
significance of this oldest value is over 99.9%. However, it
is possible that there are even older statistically significant
values. A similar situation was reported by Johnson and
Wing (2004) regarding Kp: “the significance is often quite
large for extended periods of time (10–20 days)”. This
might be related in some way to recurrent geomagnetic
storms, but some additional research is required before final
explanation could be given to this phenomenon. This will
be done in a future article.

After determining which previous Dst values are statisti-
cally significant, we added nonlinear terms. We tried differ-
ent powers of the most significant terms and their products.
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Fig. 2. Experimental Dst index data and theoretical predictions from several models. Reprinted from (Cid et al., 2005). “Dst from Kyoto” stands for
the official Dst index from WDC-B.

Fig. 3. Our prediction for the same period of time as on Fig. 2. Satellite data is missing in the left part of the plot.

Thus, we constructed a regression, which consisted only of
Dst terms and a constant regressor. Its characteristics are:
PE = 0.964, LC = 0.982, RMS = 4.53 nT.

To illustrate predictive capabilities of our model we
present several figures: Fig. 1 shows scatter plots of mea-
sured Dst versus Dst 1 hour ago (it is the simplest possible
prediction model) on the left and versus prediction on the
right; Fig. 2 shows predictions by Cerrato et al. (2004),
Fenrich and Luhmann (1998), O’Brien and McPherron
(2000b), and Burton et al. (1975) for Jul 15–19, 2000; Fig. 3
shows our prediction for the same period of time.

More comparison with other models can be found in the
paper (Parnowski, 2008).

3. Conclusion
It appeared possible to predict Dst 1 hour ahead using

only its previous values. This hints for recurrent behaviour
of geomagnetic activity. In terms of prediction efficiency
and linear correlation with the official Dst index this model
is inferior to the model, which uses satellite solar wind data.
However, satellite data is often missing during strong geo-
magnetic storms and this model can be used to fill the gap
in predicted Dst time series. Thus, a combination of a re-
gression model using satellite data with the model obtained
in this article can provide accurate on-line operational Dst
forecast.

Of course, larger prediction times are desirable, but 1-
hour prediction is still useful. For example, magnetometers

can be switched to high temporal resolution mode, sensitive
equipment can be turned off, etc.

4. Summary
In this article we obtained the following results:

1. We derived a regression, which relies only on previous
Dst values.

2. It allows predicting Dst 1 hour ahead with PE = 0.964,
LC = 0.982 and RMS = 4.53 nT. Thus, it is very
convenient for on-line Dst prediction when satellite
data are not available.

3. Previous Dst values are statistically significant up to
801 hours ago and possibly more.

4. Nonlinear terms appeared to be very significant.

Acknowledgments. Author is grateful to the National Space Sci-
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References
Balikhin, M. A., O. M. Boaghe, S. A. Billings, and H. St. C. K. Alleyne,

Terrestrial magnetosphere as a nonlinear resonator, Geophys. Res. Lett.,
28, 1123–1126, 2001.

Ballatore, P. and W. D. Gonzalez, On the estimates of the ring current
injection and decay, Earth Planets Space, 55, 427–435, 2003.

Burton, R. K., R. L. McPherron, and C. T. Russell, An empirical relation-
ship between interplanetary conditions and Dst, J. Geophys. Res., 80,
4204–4214, 1975.

Campbell, W. H., Geomagnetic storms, the Dst ring-current myth and
lognormal distributions, J. Atm. Terr. Phys., 58, 1171–1187, 1996.



624 A. S. PARNOWSKI: STATISTICALLY PREDICTING DST WITHOUT SATELLITE DATA

Cerrato, Y., E. Saiz, C. Cid, and M. A. Hidalgo, Geomagnetic storms: their
sources and a model to forecast Dst index, in Lecture notes and essays
in Astrophysics, pp. 131–142, 2004.

Cid, C., E. Saiz, and Y. Cerrato, Physical models to forecast the Dst index:
comparison of results, Proc. Solar Wind 11—SOHO 16 “Connecting
Sun and Heliosphere”, Whistler, Canada 12–17 June 2005 (ESA SP-
592, September 2005), 116–119, 2005.

Dryer, M., S. T. Wu, G. Gislason, S. M. Han, Z. K. Smith, J. F. Wang, D. F.
Smart, and M. A. Shea, Magnethydrodynamic modelling of interplan-
etary disturbances between the Sun and Earth, Astrophys. Space Sci.,
105, 187–208, 1984.

Fenrich, R. R. and J. G. Luhmann, Geomagnetic response to magnetic
clouds of different polarity, Geophys. Res. Lett., 25, 2999, 1998.

Fisher, R. A., Statistical methods for research workers, Twelefth edition,
London, Oliver and Boyd, 1954.

Harrison, R. F. and P. M. Drezet, The application of an adaptive non-
linear systems identification technique to the on-line forecast of Dst
index, Proc. Les Woolliscroft memorial Conf. / Sheffield Space Plasma
Meeting: Multipoint measurements versus theory, Sheffield, UK, Apr
24–26, 2001 (ESA SP-492), 141–146, 2001.

Hudson, D. J., Statistics Lectures on Elementary Statistics and Probability,
Geneva, CERN, 1964.

Johnson, J. R. and S. Wing, A cumulant-based analysis of nonlinear mag-
netospheric dynamics, Report PPPL-3919rev, http://www.pppl.gov/
pub report/2004/PPPL-3919rev.pdf, 2004.

Joselyn, J. A., Geomagnetic activity forecasting—the state-of-the-art, Rev.
Geophys., 33, 383–401, 1995.

Kugblenu, S., S. Taguchi, and T. Okuzawa, Prediction of the geomagnetic
storm associated Dst index using an artificial neural network algorithm,
Earth Planets Space, 51, 307–313, 1999.

Li, X., M. Temerin, D. N. Baker, G. D. Reeves, D. Larson, and S. G.
Kanekal, The predictability of the magnetosphere and space weather,
EOS, 84, 2003.

Marubashi, K., The space weather forecast program, Space Sci. Rev., 51,
197–214, 1989.

O’Brien, T. P. and R. L. McPherron, Forecasting the ring current index Dst
in real time, J. Atm. Sol.-Terr. Phys., 62, 1295–1299, 2000a.

O’Brien, T. P. and R. L. McPherron, An empirical phase-space analysis
of ring current dynamics: Solar wind control of injection and decay, J.

Geophys. Res., 105, 7707, 2000b.
Oh, S. Y. and Y. Yi, Relationships of the solar wind parameters with the

magnetic storm magnitude and their association with the interplanetary
shock, J. Korean Astron. Soc., 37, 151–157, 2004.

Pallocchia, G., E. Amata, G. Consolini, M. F. Marcucci, and I. Bertello,
ANN prediction of the Dst index, Mem. S.A.It. Suppl., 9, 120–122, 2006.

Parnowski, A. S., Dst prediction using the linear regression analysis, Kos-
michna Nauka i Technologiya, 2008 (accepted, in Russian).

Raeder, J. et al., Global simulation of the Geospace Environment Modeling
substorm challenge event, J. Geophys. Res., 106, 381–396, 2001.

Rangarajan, G. K. and L. M. Barreto, Use of Kp index of geomagnetic
activity in the forecast of solar activity, Earth Planets Space, 51, 363–
372, 1999.

Siscoe, G., R. L. McPherron, M. W. Liemohn, A. J. Ridley, and G. Lu, Rec-
onciling prediction algorithms for Dst, J. Geophys. Res., 110, A02215,
doi:10.1029/2004JA010465, 2005.

Temerin, M. and X. Li, A new model for the prediction of Dst on the
basis of the solar wind, J. Geophys. Res., 107, 1472, doi:10.1029/
2001JA007532, 2002.

Temerin, M. and X. Li, Dst model for 1995–2002, J. Geophys. Res., 111,
A04221, doi:10.1029/2005JA011257, 2006.

Valdivia, J. A., A. S. Sharma, and K. Papadopoulos, Prediction of magnetic
storms by nonlinear models, Geophys. Res. Lett., 23, 2899–2902, 1996.

Watanabe, S., E. Sagawa, K. Ohtaka, and H. Shimazu, Prediction of the Dst
index from solar wind parameters by a neural network method, Earth
Planets Space, 54, 1263–1275, 2002.

Wei, H. L., S. A. Billings, and M. A. Balikhin, Analysis of the geomagnetic
activity of the Dst index and self-affine fractals using wavelet trans-
forms, Nonlinear Process. Geophys., 11, 303–312, 2004.

Wing, S., J. R. Johnson, J. Jen, C.-I. Meng, D. G. Sibeck, K. Bechtold,
J. Freeman, K. Costello, M. Balikhin, and K. Takahashi, Kp forecast
models, J. Geophys. Res., 110, A04203, doi:10.1029/2004JA010500,
2005.

Zhou, X.-Y. and F.-S. Wei, Prediction of recurrent geomagnetic distur-
bances by using adaptive filtering, Earth Planets Space, 50, 839–845,
1998.

A. S. Parnowski (e-mail: dyx@ikd.kiev.ua)



LETTER Earth Planets Space, 61, 625–628, 2009

Properties of dayside nonlinear rising tone chorus emissions at large L
observed by GEOTAIL

Olga P. Verkhoglyadova1,2, Bruce T. Tsurutani3, Y. Omura2, and S. Yagitani4

1University of California, Riverside, USA
2RISH, Kyoto University, Uji, Kyoto, Japan

3Jet Propulsion Laboratory, CalTech, Pasadena, USA
4Kanazawa University, Kanazawa, Japan

(Received September 10, 2007; Revised November 11, 2007; Accepted December 20, 2007; Online published May 29, 2009)

This paper studies some wave properties of nonlinear rising tone chorus emissions in the outer regions of the
dayside equatorial magnetosphere at ∼(6.3, −4.7, 0.7RE) in GSE coordinates. We analyze data obtained with
the PWI and WFC receivers on GEOTAIL associated with a substorm on April 29, 1993. Fine structure of the
chorus elements and inter-element spacings are shown. Directions of propagation of the chorus elements relative
to the local magnetic field lines are analyzed. Wave polarizations, intensities and spectral properties of chorus in
the equatorial Earth’s magnetosphere are discussed.
Key words: Chorus emissions, wave-particle interactions, electron acceleration.

1. Introduction
Major chorus statistical properties have been presented in

Tsurutani and Smith (1974, 1977), Nagano et al. (1996) and
Meredith et al. (2001, 2003). Recently, progress has been
made in studies of wave properties in the generation region,
such as fine structure and propagation of chorus (Santolik
et al., 2003, 2004) using multipoint Cluster measurements.
We will summarize some relevant chorus characteristics
below.

Chorus ELF waves are observed in the outer magne-
tosphere at L > 5RE primarily in two latitude regions,
and have been classified into equatorial and high-latitude
chorus (Tsurutani and Smith, 1977). Equatorial chorus
(MLAT<15◦) occurs during substorms with the peak inten-
sity near the magnetic equator. These waves are believed to
be generated by trapped substorm electrons via a cyclotron
resonance instability (see also Lauben et al., 2002). High-
latitude chorus is detected near the magnetopause and has
little apparent connection with substorm activity. Our study
is focused on the near-equatorial dayside chorus waves.

Equatorial chorus is an electromagnetic whistler mode
wave observed as two distinct bands, one above and one
below 0.5 of the local electron gyrofrequency, νce (Tsuru-
tani and Smith, 1974). The wave absence at 0.5νce can be
explained by Landau damping. Chorus is often composed
of ∼0.5 sec elements. There are several types of frequency-
time chorus structures: rising and falling tones, and narrow-
band (structureless) chorus. Chorus is a nonlinear emission.
Its elements are composed of sub-elements or wave pack-
ets separated by intervals of noise (Santolik et al., 2003).
Chorus plays an important role in wave-particle interac-
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tions in the outer magnetosphere (Tsurutani and Lakhina,
1997; Horne et al., 2005). An up-to-date review of the
chorus-driven electron acceleration based on CRRES ob-
servations was made by Meredith et al. (2001, 2003). Com-
puter modeling results on relativistic electron interaction
with whistler mode waves were reported by Omura and
Summers (2004). In the case of a chorus element, contri-
bution to the pitch-angle diffusion from a nearly monochro-
matic large-amplitude sub-element(s) can be much larger
than from an average wave field of the whole element. The
main focus of this study is on properties of nonlinear chorus
emissions which could be important for wave-particle inter-
actions, i.e., fine structure of the chorus waves, direction of
propagation, polarization and magnitudes of the magnetic
field disturbances.

2. Analysis of the GEOTAIL Data
We present first results on four time intervals of wave

activity during a substorm interval starting at ∼2307 UT of
April 29, 1993. A major negative excursion of the AL index
started at ∼2100 UT. Assuming chorus wave generation by
gradient-drifting of 10–40 keV electrons, a delay time be-
tween the onset of chorus and a substorm is estimated as ∼
2 hrs (Tsurutani and Smith, 1974). Equatorial daytime cho-
rus is expected to have maximum intensity at ∼1000 LT due
to the dayside maximum of energetic electron precipitation.
This timing agrees with the beginning of rising tone chorus
observations by GEOTAIL around ∼930 LT. The satellite
was located in the near-equatorial magnetosphere at ∼(6.3,
−4.7, 0.7RE) (in GSE coordinates) and the geocentric dis-
tance of �7.9RE at the time of these observations. Intense
chorus emissions were observed with the PWI and WFC
instruments (Matsumoto et al., 1993; Nagano et al., 1996)
onboard GEOTAIL. The PWI (plasma wave instrument)
consists of a 3-component search-coil and 2 wire (elec-
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Table 1. Properties of rising tone elements (see text for details).

Start time �t , sec ν1,2, kHz �ν, Hz ν0, kHz νce, kHz Bmax, pT θ , ◦ θG, ◦ θr, ◦

2306:55 0.3 0.9, 0.5 220 0.8 3.44 80 11 62 77

2306:55 0.15 0.75, 0.62 130 0.7 3.44 70 29 66 78

2311:39 0.3 0.95, 0.55 400 0.75 3.51 200 17 65 78

2321:07 0.68 1.1, 0.65 450 0.875 3.50 300 42 60 76

2349:31 0.7 1.1, 0.65 450 0.875 3.03 100 22 55 73

2349:31 0.6 1, 0.6 400 0.8 3.03 100 22 58 75

Fig. 1. Time-frequency power spectra of three magnetic field components in GSM coordinates derived from WFC measurements onboard GEOTAIL.
The beginning of the interval corresponds to 2306:55 UT of April 29, 1993. The left, central and right panels correspond to Bx , By and Bz components.

tric) antennas with sensitivity of 1.5×10−5 nT/Hz1/2 for the
magnetic field and 8.0×10−9 V/(m Hz1/2) for the electric
field, respectively. The WFC (wave form capture) receiver
samples 8.7 sec snapshots every 5 min between 10 Hz and
4 kHz. For each of the four time intervals of ∼8.7 sec dura-
tion we select several distinct rising tone chorus elements.
Properties of 6 such elements are summarized in Table 1.
The following parameters were estimated: �t is the dura-
tion of a rising tone element, ν1,2 are the maximum and min-
imum frequencies within the element, �ν is the frequency
band (bandwidth at half-maximum), ν0—average frequency
of the tone, Bmax—the maximum magnitude of magnetic
field disturbance in the chorus, θ—the propagation angle
to the local magnetic field line, θG—the local Gendrin an-
gle calculated for ν0, and θr is the resonance angle. Average
magnetic field components measured at ∼2306:55 UT were
(26.1, 52.1, 108.2 nT) is GSE coordinate system. An exam-
ple of chorus is shown in Fig 1.

We process magnetic field waveforms in the principal or
the minimum variance analysis (MVA) frame to find di-
rection of propagation of the waves (Tsurutani and Smith,
1977), which corresponds to a direction of minimum varia-
tion. As it follows from the chorus generation mechanism,
the most intense elements correspond to waves generated
locally and propagating under small angles θ to the local
magnetic fieldline (see also Goldstein and Tsurutani, 1984).
Whereas waves generated far away have smaller magni-
tudes (due to Landau damping) and may be propagating
obliquely to the local magnetic field line. Our results in
Table 1 show that observed intense chorus emissions prop-
agate under relatively small angles to the local magnetic
field line. We found that chorus sub-elements sometimes
have different directions of propagation relative to the back-
ground magnetic field.

The maximum angle of electromagnetic wave propaga-

Fig. 2. A schematic view of the inner magnetosphere distorted by the solar
wind compression obtained with the Tsyganenko model (Tsyganenko,
2002). A projection into noon local time plane is shown. The projection
of the GEOTAIL spacecraft position into the (X Z ) plane is indicated by
a small dot. “Minimum B pockets” are shown.

tion relative to the magnetic field line is the resonance angle,
cos(θr) = ν/νce (Goldstein and Tsurutani, 1984), presented
in the last column of Table 1. The “Gendrin” angle, shown
in the next to the last column of Table 1, is defined in linear
plasma theory and corresponds to a minimum value of the
refractive index parallel to the magnetic field line and is de-
fined locally as cos(θG) = 2ν/νce (Gendrin, 1961). At the
same time, the Gendrin angle is the upper limit for the an-
gle θ . The condition for angular region θ = ±θG indicates
a proximity to wave generation region for the lower-band
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(a) (b)

Fig. 3. (a) Example of magnetic field waveform of a chorus element shown in the principal frame. B1, B2 and B3 denote the maxumum, intermediate
and minimum variance directions, respectively. Notice sub-elements separated by intervals of noise. (b) Instantaneous spectrum of the chorus
sub-element at t � 2.585 sec obtained by using Morlet wavelet.

chorus (ν0 < 0.5νce) (Lauben et al., 2002). The estimated
θG in the Table 1 are quite large and are not close to ±θ .

By the definition and given constant wave frequency, θG

is larger in the areas of large background magnetic field, B0,
and smaller in the “minimum B pockets” (Tsurutani and
Smith, 1977). What was the Geotail position in the dipole
magnetic field? Figure 2 presents schematic view of the
noon local time cross-section of the inner magnetosphere in
the GSM coordinates. This sketch was produced with the
Tsyganenko model (Tsyganenko, 2002) under undisturbed
conditions. The beginning of the interval of Geotail obser-
vations was characterized by a very quiet ring current with
minumum SYM-H � −10 nT. For this model application
we choose Dst = 0, IMF Bz = 0 and By = 0 (in GSM) and
the solar wind dynamical pressure equal to 6 nPa. The mag-
netic dipole axis is tilted towards the X -axis of the GSM
coordinate system.

A distortion (compression) of the outer dayside magne-
tosphere field lines as compared to a dipole field is clearly
shown. Areas of minimum B0 are situated at high magnetic
latitudes and at large L (r > 6RE). This sketch is similar to
that in Tsurutani and Smith (1977). The small dot on the
right side of the plot is the GEOTAIL position in the (X Z )
plane. The GEOTAIL GSM coordinates were ∼(6.3, −4.4,
−1.7RE). Thus, the satellite at the time of chorus measure-
ments was located at the magnetic equator and away from
the “minimum B pockets”.

We use FFT and Morlet wavelet analyses to study spec-
tral properties of the chorus. The wavelet analysis is of-
ten applied to study spectral characteristics of a signal with
varying time frequencies (Torrence and Compo, 1998). We
use the Morlet wavelet with adjustable resolution in time
and frequency to calculate instantaneous spectra of cho-
rus elements as well as standard wave spectra in the time-
frequency variables. Distinct spectral features within cho-
rus elements corresponding to sub-elements or wave pack-
ets were detected. Similar analysis was performed by San-
tolik et al. (2003, 2004) based on Cluster data. The peak
frequency in our study corresponds to about (0.15–0.4)νce

(see Table 1). Thus, only the lower-band chorus elements
(ν0 < 0.5νce) were analyzed. Figure 3(a) shows an example
of one chorus element in the MVA frame consisting of wave
packets or sub-elements. One can notice that the wave is
circularly polarized. The spectrum of a chorus sub-element
is a narrow-band signal (Fig. 3(b)). Bandwidths at half-
maxima for the chorus elements are presented in Table 1.
The spectra of wave packets are narrower, and correspond
to only a part of the riser element. Wavelet analysis re-
vealed that the wave packet intervals showed small changes
in phase, and noise intervals showed large changes in phase.
The latter can be explained by random character of distur-
bances in noise intervals and corresponding rotations of the
polarization plane.

We estimate spectral wave intensities for a sub-element
and for the whole element presented in the first line of Ta-
ble 1. Wave intensity of the wave packet is ∼5.7 10−3 nT2

compared to ∼7.4 10−4 nT2 average over the whole ele-
ment, showing increase by the factor of about 8. The ratio
of the wave packet intensity to intensity of the inter-element
spacing (∼6 10−5 nT2) is thus about two orders of magni-
tude.

3. Conclusions
The study addresses some properties of the rising tone

chorus emissions observed with PWI and WFC instruments
onboard GEOTAIL during a substorm of April 29, 1993.
Most of the chorus waves were found to propagate under
small angles (∼11◦–22◦) relative to the ambient magnetic
field lines. The waves were not propagating at the Gendrin
angles. GEOTAIL was located near the magnetic equator
and away from the “minimum B pockets” (Tsurutani and
Smith, 1977). We use the Tsyganenko model to illustrate
that the outer magnetosphere was compressed, even un-
der very quiet conditions. Correct interplanetary data are
needed to map the “minimum B pockets” more accurately.

These waves are nearly parallel propagating and are pre-
sumably generated close to the GEOTAIL location at large
L in the vicinity of the near-equatorial magnetopause. Tim-
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ing of the chorus observation correspond roughly to time
delays of substorm electrons drifting from the midnight sec-
tor. There is a possibility that magnetospheric compression
due to the solar wind ram pressure enhances chorus genera-
tion at large L-shells (Zhou et al., 2003). Chorus can be in-
tensified by drift-shell splitting. These mechanisms require
further studies.

Chorus emissions show distinct fine structure with wave
packets separated by intervals of noise (Santolik et al.,
2003). We apply FFT and Morlet wavelet transforms to
estimate spectral wave intensities for a wave packet or sub-
element and the whole element. It is shown that the chorus
emissions have higher intensities (>10−3 nT2) inside sub-
elements compared to the average intensity of the whole
element by the factor of ∼8.
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The F2 layer peak plasma density Nm F2 is reduced by the factor constructed from the relative changes in the
Sun’s zenith angle χ for a particular local time and the local noon value χ0. Proposed transformation yields
a proxy for the peak plasma density which coincides with the source observation at noon but apart from the
latter is gradually reduced towards the night. Hourly observations at 8 ground based ionosondes for the solar
maximum (2000) and minimum (2006) are analyzed for inter-stations and inter-seasonal correlation of the peak
plasma density and the proxy values. The proxy values show improved correlation between the data at different
locations and improved inter-seasonal correlations for a particular location due to greater homogeneity of results
throughout the year contributing to improved evaluation of the ionospheric weather indices.
Key words: Ionosphere, plasma density, solar zenith angle.

1. Introduction
Diurnal and seasonal changes of the plasma density and

temperature in the ionosphere depend directly on the illu-
mination of the upper atmosphere by the Sun. The fea-
tures of the peak plasma density, Nm F2, m−3, proportional
to square of the ionospheric critical frequency fo F2 can be
made more uniform if the effect of the solar grazing inci-
dence on the plasma density in the F region could be re-
duced with a proper transformation.

Earlier, the relevant relations of the noon F2 layer criti-
cal frequency have been investigated for the magnetic con-
jugate locations at the ends of the magnetic line of force
assuming that daytime temperature of the neutral gas is
proportional to the cosine of the Sun’s zenith angle at lo-
cal noon (Rotwell, 1962). The correction factor deduced
for such relation, so called “M-factor” has been used for
constructing the global model of the noon fo F2 critical fre-
quency from the data of global network of ionosondes (Be-
sprozvannaja, 1970, 1987) and the monthly ionospheric in-
dex M F2 (Mikhailov and Mikhailov, 1995). However, this
approach is valid only for the local noon while relevant
transformation for all times throughout the day is required.

The solar zenith angle determines proportions of daytime
and nighttime conditions in the ionosphere at different alti-
tudes over the Earth (Gulyaev and Gulyaeva, 1984) with
relevant plasma density and temperature controlled by the
energy transmitted from the Sun in the form of an electro-
magnetic wave radiation in the UV/EUV ranges to the up-
per atmosphere (Chapman, 1931). The solar zenith angle
dependence as predicted by the Chapman ionization theory
cannot thoroughly explain spatial and temporal variations
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ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
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of the ion density by the factors such as plasma produc-
tion due to UV/EUV alone, differential loss due to varying
recombination rate, transport, neutral winds, atmospheric
composition. The energy input from the magnetosphere in
the form of electric fields and charged particle precipita-
tion due to the solar wind also contributes significantly to
the changes of the peak plasma density (Lal, 1997). If the
dominant effect of the solar zenith angle on the ionospheric
plasma density could be reduced by a proper transforma-
tion, an improved metric of the solar-controlled behaviour
of the plasma around the peak of the F2 layer can be ob-
tained.

In the present paper, the variations in the Sun’s zenith
angle are used to produce a proxy for the peak plasma den-
sity, Np F2, by multiplying the observed peak plasma den-
sity Nm F2 by a factor related with the solar zenith angle χ at
a particular time and the local noon value χ0. This process
is evaluated with the data of eight ground based ionosondes
at solar minimum (2006) and maximum (2000) to illustrate
the advantages of the reduced peak plasma density as com-
pared with the source observations that will be useful for
applications in the ionosphere modeling and forecasting.

2. Technique of Inversion of the F2 Layer Critical
Frequency by the Solar Zenith Angle

The solar zenith angle χ reaches peak at the local mid-
night tending to a minimum at the local noon. Impact of the
local conditions of the Sun’s illumination can be excluded
by normalizing the peak plasma density Nm F2 by the solar
zenith angle χ in radians. Change of the normalizing fac-
tor 1/χ from day to night is shown by the dashed line with
triangles in Fig. 1.

The multiplier 1/χ is larger when the solar zenith angle
gets smaller and in the limit of noon between the north and
south tropics as χ approaches zero, 1/χ tends to infinity.
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Fig. 1. Correction factor deduced from the solar zenith angle.

To avoid this singularity, we introduce the second order
polynomial approximation of the best least square fit to 1/χ

for the angles of χ > 1 rad. as follows:

z(χ) = γ (x2 − βx + α) (1)

where x = χ◦/100, α = 3.8749, β = 3.5402, and γ =
0.4444 and z(χ) is given in solid line in Fig. 1.

Multiplying Nm F2 by the coefficient z(χ) yields reduced
nighttime and sunrise/sunset values but tends to increase the
daytime values, particularly in summer towards the equator
when z � 1. To equilibrate such opposite effects for day
and night we replace multiplier in Eq. (1) by the normaliz-
ing factor C(χ, χ0) equal to the ratio of the coefficient of
Eq. (1) for given local time to the value for local noon:

C(χ, χ0) = z(χ)/z(χ0). (2)

With the normalizing factor defined in terms of coef-
ficients α and β we obtain the proxy Np F2 for the peak
plasma density Nm F2 by multiplying the latter by C(χ, χ0):

Np F2 = C(χ, χ0) × Nm F2. (3)

The resultant Np F2 coincides with the source value Nm F2

at noon (C0 = 1) but it is essentially reduced towards
the night when coefficient C(χ, χ0) tends to zero depicting
a reduced maintenance of nighttime ionization compared
with its noon value. Thus, all regularities of the noon peak
plasma density Nm F2 (Besprozvannaja, 1987; Williscroft
and Poole, 1996) are valid for Np F2. However the reduced
values of Np F2 at other times are significantly changed.

3. Validation of the Proxy for the Peak Plasma
Density with Ground Based Ionosonde Data

The above transformation is applied to daily-hourly ob-
servations at 8 ionospheric stations listed in Table 1 for the
solar maximum (2000) and minimum (2006). The solar
zenith angle was calculated for given day of year, geode-
tic coordinates of ionosonde site and local time with the
standard subroutine SOCO (McNamara, 1986) of the Inter-
national Reference Ionosphere code (Bilitza, 2001).

Figure 2 shows the monthly median at Chilton for the
source Nm F2 and reduced Np F2 for 4 seasons during the

Table 1. Geodetic and geomagnetic coordinates (latitude and longitude)
of the ionosonde stations providing data used in the present paper.

Geodetic Magnetic

Station Lat Lon Lat Lon
◦N ◦E ◦N ◦E

Sodankyla 67.4 026.6 63.6 120.8

Julius-Rugen 54.6 013.4 54.3 099.7

Chilton 51.6 358.7 54.1 083.2

Moscow 55.5 037.3 50.4 123.2

Tortosa 40.4 000.3 43.6 080.9

Rome 41.8 012.5 42.3 093.2

El Arenosillo 37.1 353.3 41.4 072.3

Wakkanai 45.4 141.7 35.5 207.3

Fig. 2. Monthly median of observed peak plasma density Nm F2 at Chilton
and proxy Np F2 reduced by the solar zenith angle for four seasons at the
solar minimum 2006.

solar minimum: spring (March), summer (June), autumn
(September) and winter (December) 2006. The source me-
dian and the proxy median coincide at noon. The diur-
nal curve of Np F2 become rather uniform throughout the
year gradually reduced from day to night which corresponds
to reduced income of the ionizing radiation from the Sun
(Gulyaev and Gulyaeva, 1984). The sunrise minimum of
Nm F2 is smoothed in the diurnal change of Np F2. The di-
urnal variation is particularly improved at summer when it
became similar to Np F2 variation for other seasons.

The hourly values of Nm F2 and Np F2 for four seasons are
used for each pair of stations of Table 1 and the mean of all
correlation coefficients are computed. In Table 2, the inter-
location correlation coefficient r2 is presented for selected
months at solar maximum (2000) and minimum (2006).
Improved correlation between the stations data is obtained
with the proxy values in all cases. The most appreciable
improvement of r2 is obtained for the summer solstice when
the dominant is daytime process of the ion production due
to solar illumination during the day.

While the improvement in the correlation of the data from
different stations has been the primary goal of implementa-
tion of Eq. (3), the results reveal also an improved the inter-
seasonal correlation coefficient r1 for each station in Ta-
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Table 2. Mean inter-station correlation coefficient for observed Nm F2
and proxy Np F2 for the peak plasma density at solar maximum and
minimum for four seasons/months.

Year 2000 2006

Month Nm F2 Np F2 Nm F2 Np F2

03 0.841 0.906 0.801 0.888

06 0.521 0.834 0.478 0.802

09 0.653 0.814 0.771 0.883

12 0.827 0.881 0.756 0.856

Table 3. Inter-seasonal correlation coefficient averaged for all stations for
Nm F2 and Np F2 at solar maximum (2000) and solar minimum (2006)
for two pairs of months.

Year 2000 2006

Months Nm F2 Np F2 Nm F2 Np F2

03∼12 0.824 0.938 0.641 0.880

06∼09 0.298 0.858 0.528 0.885

Fig. 3. Inter-seasonal relation for September versus June 2006 for ob-
served peak plasma density Nm F2 (upper panel) and for proxy Np F2
(lower panel) at Wakkanai.

ble 1. The averages of the correlation coefficients r1 are pro-
vided in Table 3 for all stations referring to selected months
of March–December and June–September at the solar max-
imum and minimum. The proposed technique brings im-
proved inter-seasonal correlations for Np F2 as compared
with Nm F2, particularly, for the June–September pair of
months due to the most appreciable changes in Np F2 for
the summer solstice.

Figure 3 illustrates inter-seasonal relation for June–
September at Wakkanai between the hourly values of Nm F2

(upper panel) and Np F2 (lower panel) at solar minimum,
2006. It is evident that regression between the data for 2
different seasons (summer and equinox) is improved in the
proxy data set as compared with the observed Nm F2. It is
expected that proposed transformation of the F2 layer peak
density depicting more uniform daily/seasonal variation as
compared with the observations would be helpful for the
modelling and forecasting purposes than the more sophis-
ticated day-to-day and hour-to-hour changes of the source
Nm F2 data.

The advantages of the proposed approach proved to be
useful for reconstruction of missed ionosonde observations
of the critical frequency fo F2 with the data of another sta-
tion using the cloning technique discussed in (Gulyaeva et
al., 2008) so that the complete daily/hourly data sets for se-
lected location/season/month are available for derivation of
the ionospheric weather indices.

4. Conclusion
In this study, a new technique for obtaining a proxy for

the ionospheric peak plasma density is proposed. The cor-
rection factor depends on ratio of the solar zenith angle at
the time of observation to its local noon value. The noon
values of the normalized peak plasma density coincide with
observations of Nm F2 but Np F2 is gradually reduced from
day to night throughout the year for all observations ana-
lyzed at eight ionospheric stations for the maximum and
minimum of solar activity. The normalization of the peak
plasma density improves not only the correlation coefficient
between the data of different stations but also the inter-
seasonal correlation for the data of a particular station.

The proposed technique of inversion of the peak plasma
density by the solar zenith angle presents physically justi-
fied replacement of the variable by a proxy value of signif-
icantly improved characteristics. The proposed proxy pa-
rameter exhibits diurnal/seasonal homogeneity of the peak
electron density which is one of the key parameters of mod-
ern ionospheric models.
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To cater to the needs of aviation applications, GPS Aided GEO Augmented Navigation (GAGAN) system is
being implemented over the Indian region. The most prominent parameter affecting the navigation accuracy of
GAGAN is ionospheric delay which is a function of TEC. In the equatorial and low latitude regions such as
India, TEC is often quite high with large spatial gradients. Carrier phase data from the GAGAN network of
Indian TEC Stations is used for estimating ionospheric gradients in multiple viewing directions. Rate of TEC
(ROT) and Rate of TEC Index (ROTI) are calculated to identify the ionospheric gradients. Among the satellite
signals arriving in multiple directions, the signals which suffer from severe ionospheric gradients are identified
and avoided for improving GAGAN positional accuracy. The outcome of this paper will be helpful for improving
GAGAN system performance.
Key words: GAGAN, ionospheric gradients, ROT, ROTI.

1. Introduction
The Global Positioning System (GPS) is a navigation

system which provides continuous positioning and timing
information under all weather conditions. As the accuracy
of the stand alone GPS is not sufficient for category I (CAT-
I) precision approach, Space Based Augmentation Systems
(SBAS) are evolved to cater to the needs of aviation applica-
tions. GPS Aided GEO Augmented Navigation (GAGAN)
is one such system planned in India. The most prominent
error affecting the accuracy of GAGAN is the ionospheric
delay. The ionosphere is decorrelated with distance and as
well as with time causing anomalies. For reliable commu-
nication, navigation and surveillance systems, ionospheric
gradients need to be thoroughly investigated for improving
the performance. The purpose of the gradients is to identify
the satellite signals, which are gradient-free in their direc-
tion of propagation. As a result, precise TEC data can be
obtained from among the visible satellites in multiple di-
rections. To achieve this objective, initially the satellite sig-
nals which do not severely suffer from the gradient effects
are identified. Subsequently, among the identified satellite
signals the best four are considered for accurate positional
information using the Dilution of Precision (DOP) approach
(Parkinson et al., 1996). Jean-Marie (2006) referred DOP
as the effect of ‘geometry of satellites’ on measurement ac-
curacy. Gang et al. (2003) have proposed a new method
‘Cumulative sum’, which quickly and reliably detects small
but hazardous gradients for Local Area Augmentation Sys-
tem (LAAS) scenario. Walter et al. (2004) reported the ef-
fects of large ionospheric gradients on single frequency air-
borne smoothing filters for Wide Area Augmentation Sys-
tem (WAAS) and LAAS, and also their mitigation tech-
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ences (SGEPSS); The Seismological Society of Japan; The Volcanological Society
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niques. Warnant and Pottiaux (2000) also made an attempt
to identify possible correlations between the ionospheric ac-
tivity and unidentified problems in GPS data processing by
duly detecting the travelling ionospheric disturbances. In
this paper the estimated ROT and ROTI (TECu/min) of all
visible satellites are used to identify signals which suffer
from severe ionospheric gradients.

2. Results and Discussion
In the GAGAN network 20 TEC stations are installed

to monitor the ionospheric behavior. The data from one
of these TEC stations (Lucknow, Lat. 26.76◦N, Long.
80.88◦E) is used for this analysis. The processed GPS data
contains 23 parameters. Out of these only seven parameters,
namely user position, PRN number of satellite, GPS week
number, GPS seconds of the week, elevation angle, azimuth
angle and TEC are used in the analysis.

Several days of data corresponding to both quiet and
disturbed days are analyzed. However, in this paper the data
from various visible Satellite Vehicles (SVs) corresponding
to a typical disturbed (7 < KP < 8) day (25th July, 2004)
is processed and analyzed for identifying the ionospheric
gradients. The sampling rate of data is 1 minute.

The rate of change of the ionospheric delay (ROT) due to
satellite signals received at the receiver is given as (Warnant
and Pottiaux, 2000)

ROTk
u(ti ) = TECk

u(ti ) − TECk
u(ti−1)

ti − ti−1
(TECu/ min). (1)

Where ROTk
u(ti ) = Rate of TEC estimated at time epoch ti

by receiver (u) on satellite (k), TECk
u(ti ) and TECk

u(ti−1) =
Total Electron Content measured by receiver (u) on satellite
(k) at epoch ti and epoch ti−1 respectively.

ROT is a function of Kp, viewing direction and magnetic
activity. Secondly, these ROT values are converted from
slant to vertical using a standard mapping function M(E)
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(a)

(b)

(c)

Fig. 1. Variation of vertical ionospheric gradient for all visible multiple
viewing satellites based on Lucknow GAGAN network TEC stations
(25th July, 2004) over a local time period (17:00–19:00 Hrs).

(Guochang, 2003)

M(E) =
{

1 −
(

RE

RE + h

)2

cos2 E

}1/2

. (2)

Where E = Elevation angle at the reference station

(in degrees),

h = Altitude of the ionospheric shell above the

surface of the Earth (350 Km)

RE = Earth radius (6378 Km).

The slant ROT is averaged over 10 minutes to obtain

(a)

(b)

(c)

Fig. 2. Variation of ROTI for all visible multiple viewing satellites based
on Lucknow GAGAN network TEC stations (25th July, 2004) over a
local time period (17:00–19:00 Hrs).

〈ROT〉. ROTI is standard deviation of ROT and is given
as (Krankowski et al., 2005)

ROTI =
√〈

ROT2
〉 − 〈ROT〉2 (TECu/ min) (3)

ROTI measurements can be used to predict the presence of
ionospheric scintillation also (Basu et al., 1999). Its values
signify the presence of only temporal gradients. In order
to identify spatial gradients, Jiyun et al. (2006) proposed a
‘Time step method’. By considering the distance between
the Ionospheric Pierce Point (IPP) at epoch ti and IPP at
epoch ti−1, the vertical ionospheric gradient (σVIG) is esti-
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mated as

σ k
u VIG(ti ) = TECk

u(ti ) − TECk
u(ti−1)

Dti ,ti−1

(mm/Km). (4)

Where Dti ,ti−1 = Distance between the IPPs corresponding
to time epochs ti and ti−1.

As the delays due to different epochs were considered
and divided by the corresponding separation, the estimated
σVIG is a combination of both temporal and spatial gradi-
ents.

The typical data from various visible satellites corre-
sponding to two hours (Local time: 17:00–19:00 Hrs) are
processed and analyzed. Variations of σVIG with respect
to local time are presented for selected visible satellites
(Fig. 1). At 17.08 Hrs, eight satellites are visible. After
about 17.74 Hrs, SV 20 and after 17.91 Hrs, SV 16 have
gone out of sight and only six satellites are visible. After
about 18.24 hours, the SV 8 has come in to line of sight to
reference station. Hence, there exists a corresponding trace
of ROTI curve after 18.24 hour onwards. From the data, it
is evident that, at any point of time GPS receiver is in line of
sight with a minimum six and a maximum eight satellites.
To investigate the effect due to temporal gradients, variation
of ROTI with respect to local time is presented for all vis-
ible satellites (Fig. 2). It is shown that for the entire time
period ROTI and σVIG for SVs 1, 13, 16, 19, 20, 23 and 27
has not exceeded the maximum values of 0.085 TECu/min
(PRN 16) and 0.177 mm/Km (PRN 27) respectively. Fur-
ther, there are no abrupt changes in the plots. It signifies that
impact of ionospheric anomalous activity (7 < Kp < 8) on
different viewing SVs has the similar effect. Except for a
few epochs, SVs 3 and 8 also show similar trend. At local
time of 18.41 Hrs, both ROTI (0.1238 TECu/min) and σVIG

(0.4047 mm/Km) are identified to be the maximum due to
PRN 8. From both Figs. 1 and 2, it is observed that, the plots
exhibit similar trend. It signifies that even though σVIG is a
combination of both temporal and spatial gradients, the role
of temporal gradients seem to be predominant. The reason
for this could be less spatial variation between the succes-
sive IPPs. This is in turn based upon the radial movement of
satellite (angular velocity of approx. 3.9 Km/sec) and user.

On estimation of gradients an attempt is made to improve
the accuracy and integrity of user position. As example es-
timation, a time epoch of 17.08 Hrs is considered. Out of all
the visible satellites, σVIG values of SV 3 (0.2378 mm/Km)
and SV 27 (0.1777 mm/Km) are found to be relatively
higher than the rest of the SVs. Therefore, the signals from
these two SVs are avoided. Consequently, among the avail-
able SVs, only six will remain. Among these six SVs, the
best four are chosen, based on DOP geometry for accurate
position estimation. Since there are six visible satellites
DOP geometry is to be checked only for 15 combinations

of four satellites. In this way we are able to avoid the sig-
nals affected by ionospheric gradients and also minimize
the DOP computations from 70 to 15 for selection of the
best 4 SVs.

3. Conclusions
In order to provide accurate position as well as integrity

information, investigation of ionospheric gradients is nec-
essary for GAGAN applications. The outcome of this work
can be extended for the LAAS system for improving perfor-
mance of Required Navigation Performance (RNP) param-
eters viz. accuracy, availability, integrity and continuity to
achieve CAT II accuracy requirement of civil aviation appli-
cations. This paper emphasizes that, precise estimation and
identification of ionospheric gradients over a low latitude
region is necessary to achieve better accuracies. This will
help to identify relatively gradient-free propagation paths,
among the multiple viewing directions of satellites. Subse-
quently, among the available satellite signals the best four
can be chosen to achieve best DOP value for improving po-
sitional and integrity information.
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We investigated failures in the GPS performance produced by extremely dense solar radio burst fluxes asso-
ciated with the intense (X3.4 in GOES classification) solar flare and Halo CME recorded by SOHO/LASCO on
December 13, 2006. According to substantial experimental evidence, high-precision GPS positioning on the en-
tire sunlit side of the Earth was partially disrupted for more than 12–15 min; the high level of GPS slips resulted
from the wideband solar radio noise emission. Our results are in agreement with the data obtained recently for the
extreme solar radio burst on December 6, 2006, and provide a sound basis for revising the role of space weather
factors in the functioning of state-of-the-art satellite systems and for taking a more thorough account of these
factors in their development and operation.
Key words: Solar flares, solar radio emission, GPS, GLONASS, GALILEO.

1. Introduction
Strong solar activity observed on December 6 and 13,

2006; i.e., during the solar cycle 23 minimum, was ab-
solutely unexpected. Its study and analyses of the conse-
quences for the space environment are not complete yet.
This kind of solar activity is of great interest not only to as-
tronomers and radio astronomers, but to other scientists and
engineers, as well. The broadband solar radio emission fol-
lowing the flare exceeded powerful solar radio bursts in all
known flares by at least two orders of magnitude (Cerruti et
al., 2006a, b; Carrano et al., 2007; Carrano and Bridgwood,
2008; Gary, 2008).

The powerful solar radio burst (SRB) on December 6,
2006, led to failures in the functioning of wideband satellite
radio systems including the GPS. The functioning failures
and deep damping of GPS signals were registered at certain
standard GPS receivers and specialized monitors of iono-
spheric scintillations in the L range (Cerruti et al., 2006a, b;
Carrano et al., 2007; Carrano and Bridgwood, 2008; Kint-
ner, 2008). However, worldwide failures of the GPS due to
extreme solar activity in December 2006 are still a matter
of debate. Meanwhile, this problem is of doubtless scien-
tific and practical interest as regards to the estimation of the
space weather effect on the functioning of one of the most
powerful and reliable satellite systems considered practi-
cally impregnable. Using data from the global network of
dual-frequency GPS receivers, Afraimovich et al. (2007)
found significant evidence that the high-precision GPS po-
sitioning on the entire sunlit side of the Earth was paralyzed
for more than 10 minutes on December 6, 2006.

There are many published papers regarding the GPS fail-
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ure during the 2006 December 6 SRB (see References). But
we do not know any publications on the GPS failure during
the 2006 December 13 powerful SRB, although the radio
flux F(t) was strong enough for both bursts. In this study,
we investigate global failures of the GPS performance due
to the 2006 December 13 SRB.

2. The Solar Radio Bursts on 13 December 2006
(Concise Description)

Complex, and especially large, microwave bursts were
recorded from 02:21 to 04:37 UT, exhibiting weakening
with time. A type II burst (02:27–02:44 UT) was followed
by a type IV radio burst that ended at 10:12 UT (signatures
of wideband solar radio noise emission and disturbances of
the solar corona). This radio emission is associated with
X-type flare and Halo CME. The latter commenced at
02:18:30 UT (first seen by the LASCO C2 at 02:54 UT and
by the LASCO C3 at 03:18 UT; the C3 occulting disk was
fully surrounded by 03:42 UT, the mean plane-of-the-sky
speed was ∼1440–1800 km/sec). The events with MHD
fast-mode shock wave (type II) and plasmoid ejection (Halo
CME) are confirmed by observations with the EUV Imag-
ing Spectrometer on-board the Hinode satellite (Asai et al.,
2008). Such radio emission was associated with an X-type
flare, proton storms, and Halo CME. The said events started
and developed at different time intervals and stages of the
flare and at different heights in the solar atmosphere.

The flare occurred at the apparent collision site between
the large opposite polarities of the umbral magnetic field
of AR 10930. The polarity inversion line at the collision
site became very complicated and unsteady due to highly
sheared magnetic fields caused by the rotation and W-to-E
motion of emerging fluxes. The fine structure of magnetic
fields at the flare site changed with time: some parts of
the complicated polarity inversion line disappeared, and
then the azimuthal angle of the magnetic fields changed
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Fig. 1. The relative number of GPS sites W (t) where the 30-s count omis-
sions were observed during December 13, 2006, solar radio bursts: (a)
the flux F(t) of the RHCP radio emission observed by the Nobeyama
Radio Polarimeters at 1 GHz and at 2 GHz; thick gray line and black
line, respectively; logarithmic scale. The vertical dashed lines corre-
spond to the centre of time intervals A and B. About the marks A and
B look in the text. (b) region R3, Australia; region R0, GPS world net-
work, and region R1, Western Asia, gray line, thick gray line and black
line, respectively, all PRN; (c) region R0, GPS world network, PRN
13 and 28, thick gray line and black line, respectively; (d) region R2,
GEONET, PRN 13 and 22, thick gray line and black line, respectively;
(e) time dependences of elevation angle θ(t) for different PRN and se-
lected GPS sites KARR, ALIC, TOW2, region R3, Australia (dots);
empty time intervals correspond to the count omissions.

by ∼90◦ in those areas, becoming more spatially uniform
within the collision site (Kubo et al., 2007; Su et al.,
2007). In such circumstances the Right Hand Circular
Polarization (RHCP) of microwave bursts can only be
registered in certain intervals of the flare time. This was
clearly confirmed by observations of total fluxes and
circular polarity at the Nobeyama Radio Polarimeters
(see Fig. 1(a)) and fixed-frequency observations of total
fluxes in other observatories (RSTN Learmonth, Palehua,
http://www.ngdc.noaa.gov/stp/SOLAR/ftpsolarradio.html).
Moreover, the circular polarity of microwave bursts during
the X3.4 flare in December 2006 could also change due
to the reversal of the circular polarity sign when the radio
emission was propagating across a fragmented magnetic
field.

This study is focused on the microwave band of two

GPS frequencies ( f1 = 1575.42 MHz and f2 = 1227.60
MHz) at 2:20–2:28 UT (corresponding to the type II ra-
dio burst) and 3:30–3:38 UT (corresponding to the type IV
radio burst). Klobuchar et al. (1999) predicted that solar
radio bursts could affect GPS performance if a solar flux
was sufficiently large in the L band frequency range and
had a RHCP—to which polarization GPS antennas are re-
ceptive. Therefore it is important first to know data of so-
lar radio flux with RHCP, especially near the auxiliary GPS
frequency f2 (see below Section 5.2).

Data from the Nobeyama Radio Polarimeters (http://
solar.nro.nao.ac.jp/norp/html/event/20061213 0247/) show
that the RHCP solar radio emission on December 13, 2006
exceeded 1.47·105 sfu at 1 GHz at 02:28:09 UT, exceeding
2.57·105 sfu at 2 GHz at 03:35:51 UT (Fig. 1(a), thick gray
line and black line, respectively). The sharp impulses of the
solar radio flux can be noted in the first interval, 02:20 to
02:28 UT (symbol A), and in the second interval, 03:30 to
03:38 UT (symbol B). The vertical dashed lines correspond
to the centre of time intervals A and B.

3. Method for GPS Data Processing
We use the GLOBDET software developed at the

ISTP SB RAS to treat GPS data from the global net-
work of dual-frequency receivers (Afraimovich et al.,
2000; Afraimovich, 2000). Our database of the GPS
network’s RINEX files includes data from over 1500
GPS sites (http://sopac.ucsd.edu/other/services.html). We
also complement data from the Japanese GPS network
GEONET (about 1225 sites in all) (ftp://terras.gsi.go.jp/
data/GPS products/). At present, it is the largest regional
GPS network in the world.

Figure 2 presents the geometry of the global network
of GPS receivers in the Earth sunlit side ((a), (b), gray
circles) and GEONET geometry ((b), black triangles) on
December 13, 2006. The names of the sites are not given,
for reasons of space. It is clear that the level of solar noise
interference depends on the Sun zenith angle χ (Carrano
et al., 2007). We have examined this dependence. The
rectangles mark different regions (R0–R3) with different
zenith angles χ . Asterisks show the location of sunlit points
for December 13, 2006, at 02:30 and 03:30 UT. The bold
triangles on Fig. 2 (region R3, Australia) mark selected GPS
sites KARR, ALIC, TOW2.

In order to estimate the GPS performance we used dif-
ferent methods for processing RINEX files described by
Afraimovich et al. (2002). For all n lines of sight (LOS)
between the GPS world network receivers and satellites we
calculate the relative number of GPS sites W (t)%, where
the 30-s count omission for GPS satellites with their pseudo
random noise (PRN) code number (Hofmann-Wellenhof et
al., 1992) was simultaneously observed at two GPS fre-
quencies f1 and f2.

In addition, for all LOSs between GEONET/GPS re-
ceivers and PRN, we calculated the relative density Q(t)%
of measurement slips of main GPS-signal parameters: L1,
L2 are the phase delay, and P1, P2 the group delay for f1

and f2, respectively. A measurement slip was registered
when the current 30-s count of corresponding GPS parame-
ters equaled zero or the current 30-s count of all parameters
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Fig. 2. The geometry of global network of GPS receivers in sunlit side
of the Earth ((a), (b), gray circles) and GEONET geometry in Japan
((b), black triangles). The names of the sites are not given for reasons
of space. The rectangles mark different region (R0–R3) with different
Sun zenith angles χ . Stars at Australia map R3 show the location of the
sunlit points for December 13, 2006, on 02:30 and 03:30 UT; the bold
triangles mark selected GPS sites KARR, ALIC, TOW2.

was entirely absent. The measurement slip of L2 and P2

implies an impossibility of precise positioning in the dual-
frequency mode; hence an incorrect determination of co-
ordinates is possible in single-frequency mode. However,
positioning in general is impossible if the signal at one
of the GPS frequencies is not registered at all (Hofmann-
Wellenhof et al., 1992).

We also defined the corresponding maximum values
Wmax% and Qmax%. The time resolution of the W (t) de-
pendence, 30 s, allowed us to compare in detail the W (t)
and Q(t) values with those of the solar radio emission flux.
We obtained data for all LOSs with an elevation angle θ be-
tween the direction along the LOS and terrestrial surface at
the reception site of over 5◦.

4. Results
Figure 1(e) illustrates the process of registering the 30-s

count omission for different PRN and selected GPS sites—
KARR, ALIC, TOW2—located near sunlit points corre-
sponding to 02:30 and 03:30 UT (Fig. 2, region R3, Aus-
tralia). Each time dependence of the elevation angle θ(t)
is labeled with the GPS site and PRN name; empty time

Fig. 3. The relative density of slips of phase (L) and group (P) GPS delay
measurements Q(t) during the solar radio burst on December 13, 2006;
GEONET, Japan; L1, L2—(b), (a); and P1, P2—(d), (c), respectively.
GPS signal parameters registered by TRIMBLE-5700 receivers (thin
black lines) and by TRS-LEGACY receivers (thick gray lines). For
TRS-LEGACY parameters L1 and P1 number of slips Q(t) = 0 during
whole duration of radio burst.

intervals correspond to count omissions.
One can see that for a low elevation angle θ < 30◦

the count omissions coincide with the impulse SRB during
periods A and B (ALIC-01, ALIC-13, ALIC-27, KARR-13,
KARR-27, TOW2-01). There are no count omissions for a
high elevation angle θ (ALIC-20, KARR-20).

Figure 1 shows the dependence of count omissions in
GPS measurements upon the Sun zenith angle χ during the
2006 December 13 SRB. The total count omissions W (t)
for all registered PRN are presented in panel (b) for region
R1 (black line, 80◦ > χ > 90◦; n = 51), for region R0

(thick gray line, 0◦ > χ > 90◦; n = 587 GPS sites), and
for region R3 (gray line, 0◦ > χ > 10◦; n = 119). The
maximum Wmax values of over 62% and 18% were recorded
for 0◦ > χ > 10◦, and 80◦ > χ > 90◦, respectively. There
was a wide range of zenith angles χ for the entire region R0,
but even for this region the maximum Wmax values exceeded
37%, since the zenith angle χ did not exceed 50◦ for most
of the GPS world network sites.

Figure 1(c) and (d) give the W (t) time-dependences
for satellites with selected PRN registered from 02:15 to
03:45 UT. Maximum Wmax values for region R0 can be
as high as 50% (panel (c)) and 48% (PRN28, n = 16; and
PRN13, n = 43, respectively). In region R2 (panel (d), χ ∼
60◦), Wmax is 19% and 8% (PRN22, n = 405; and PRN13,
n = 255, respectively).

A sharp increase in count omissions completely coin-
cides with the impulse SRB not only during periods A and
B, but also, to a lesser extent, at 02:45–03:20 UT (Fig. 1).
Comparison of the time dependence of count omissions
W (t) for the high zenith angle 0◦ > χ > 10◦ to that for
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the intensity of RHCP radio emission F(t) at frequencies
1 GHz and 2 GHz demonstrate a close similarity between
these dependences (Fig. 1(a, b)). It is also necessary to note
that the threshold ε, at which GPS receiver failures occur at
high zenith angle, does not exceed 20,000 sfu (as indicated
by a horizontal line in panel (a)).

A comparison between different types of GPS receivers’
response to wideband solar radio emission impact is of
great interest. The dense network of GEONET GPS re-
ceivers, equipped with 1200 TRIMBLE-5700 and 25 TRS-
LEGACY receivers, is best suited for this purpose. Since
the entire network is expanded over a rather small area, all
the receivers were under similar influence of the solar radio
noise emission during the extreme solar activity on Decem-
ber 13, 2006. Figure 3 presents the relative density Q(t) of
measurement slips for the L1, P1, L2, P2 parameters regis-
tered by TRIMBLE-5700 (black lines) and TRS-LEGACY
receivers (thick gray lines) on December 13, 2006. It is ob-
vious that significant measurement slips for the main GPS
signal parameters were registered by TRIMBLE-5700 re-
ceivers not only at the auxiliary frequency f2(L2), but at
the basic GPS frequency f1(L1) as well. Nevertheless, sig-
nificant measurement slips for the main parameters were
detected by TRS-LEGACY receivers at the auxiliary fre-
quency f2 only. For TRS-LEGACY, the number of L1 and
P1 slips was nil during the entire radio burst.

5. Discussion
There are some peculiarities in the time dependencies

of count omissions and measurement slips for GPS-signal
parameters we obtained:

5.1. Count omissions in GPS measurements increase as
the line-of-sight elevation angle decreases. A monotonous
reduction in signal level is associated with increasing
satellite-to-receiver distance. Under usual conditions, addi-
tive noise in ∼40 dB is below the level of signals, as a result
of correlation processing of broadband signal in the receiver
(Hofmann-Wellenhof et al., 1992; ICD-200c). During pow-
erful solar radio bursts, noise level at low elevation is higher
than the signal, which causes failures in phase tracking of
the GPS signal. Besides, according to the said mechanism,
the dependence of density of the maximum count omissions
is not proportional to the maximum radio emission power. It
is likely to be determined by the signal-to-noise ratio thresh-
old that may differ for different GPS receivers.

5.2. The GPS measurement count omissions at the auxil-
iary frequency f2 essentially exceed those for the basic GPS
frequency f1. A lower signal/noise ratio at f2 is primarily
due to the fact that the f2 power at the GPS satellite trans-
mitter output is 6 dB less than that of the basic frequency
f1 with the C/A code (ICD-200c). Similar correlations of
the effective radiated power of f1 (30 watt) and f2 (21 watt)
signals are also typical of the Russian GLONASS system
(Perov and Kharisov, 2005).

Phase tracking slips of the f2 GPS signal may also be
caused by lower signal/noise ratio when we use commer-
cial noncoded receivers for f2 installed at the global GPS
network stations. These receivers have no access to the
military “Y” code, and have to use the noncoded or semi-
noncoded mode of reception. As a result, the signal/noise

ratio at f2 is, at best, 13 dB lower than the mode of fully
coded reception. Thus, the difference in signal powers at f1

and f2 for commercial receivers may exceed 10 dB, which
may lead to a slip density increase at f2 owing to the in-
fluence of additive interference, but different types of GPS
receivers respond differently to this interference.

5.3. The maximum values of W (t) for the time interval
A are lower than those for B, while the radio flux F(t)
is also strong enough for both. It is quite natural, since
strong bursts of solar radio emission at two GPS frequencies
occurred simultaneously only during the time interval B,
not A (Fig. 1(a)). Therefore the probability of the GPS
count omissions is higher for the time interval B than for
A (see Section 2).

5.4. The maximum values of Qmax% for L2 and P2 for
TRIMBLE-5700 receivers for the time interval A are higher
than those for B, while the opposite is true for the L1 and
P1 parameters. On the other hand, the maximum values of
L2 and P2 TRS-LEGACY receivers for the time interval
A are lower than those for B. The main reason for this
discrepancy are different characteristics of hardware and
software components in different GPS receivers.

5.5. Besides, the maximum values Qmax% of all L1, P1,
L2, P2 parameters are higher than those of count omissions
Wmax%. It is quite natural, since W (t) is registered for the
count omission only, whereas Q(t) includes not only the
count omission, but also the measurement slips of each of
the L1, P1, L2, P2 parameters (Section 2).

6. Conclusion
We found that high-precision GPS positioning on the en-

tire sunlit side of the Earth was partially disrupted dur-
ing the extreme solar-radio burst on December 13, 2006,
for more than 12–15 min; a high level of GPS slips re-
sulted from wideband solar radio noise emission. Our re-
sults agree with data obtained recently for the extreme solar
radio burst on December 6, 2006 (Cerruti et al., 2006a, b;
Afraimovich et al., 2007; Carrano et al., 2007; Carrano and
Bridgwood, 2008; Kintner, 2008).

We confirmed the results obtained by Carrano et al.
(2007) in that GPS failure does depend on Sun zenith an-
gle χ . An increase in count omissions at high zenith angles
χ (Fig. 1) testifies to the solar origin of interference (noise)
at two GPS frequencies. A growing number of failures with
increasing zenith angle is caused by an increase in atmo-
spheric losses.

We agree also with the conclusion by Chen et al. (2005).
Direct interference from SRB is not usually considered as
a potential threat to GPS signal tracing, since the flux den-
sity of most bursts is below the GPS f1 frequency threat
threshold of 40,000 sfu, proposed by Klobuchar et al.
(1999). However, analysis by Chen et al. (2005) revealed
that a much lower threshold (4,000–12,000 sfu) should be
adopted for codeless or semicodeless dual-frequency GPS
receivers. For SRB on December 13, 2006, the threshold ε,
at which GPS receiver failures occur at high zenith angle,
does not exceed 20,000 sfu (as indicated by a horizontal
line on Fig. 1(a)).

A more detailed analysis of space distribution of GPS
performance slips caused by strong solar radio bursts will
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be the subject of our future works. There are other dense
GPS networks, for example, the permanent Korean GPS
Network, KGN (Jin and Park, 2007). The accurately uni-
fied national GPS network with more than 2500 stations,
named “National 2000’ GPS Control Network”, has been
established by integrating the existing six nationwide GPS
networks of China (Yuanxi et al., 2007). A similar analysis
should be made for GPS failures during the 2006 December
13 powerful solar radio burst in the said regions.

Our results provide a serious basis for revising the role of
space weather factors in the functioning of modern satellite
systems and for taking a more thorough account of these
factors, in practice. Similar failures in the functioning of
satellite navigation systems (GPS, GLONASS, European
system GALILEO) may be fatal to operating safety systems
as a whole, leading to great financial losses. Another impor-
tant conclusion of our investigation is that continuous cali-
brated monitoring of the solar radio emission flux level by a
large number of solar radio spectrographs allows solar radio
noise level in the range of GPS-GLONASS-GALILEO fre-
quencies to be estimated. Indeed, strong solar radio bursts
can be applied as a global and free tool for testing satellite
broadband radio systems including GPS. We agree with this
conclusion by Gary (2008): “As our society becomes ever
more dependent on wireless technology, the effects of solar
radio bursts can be expected to appear more often. Mission-
critical systems should be designed with solar radio emis-
sion in mind. A warning system based on an improved set
of world-wide instrumentation could be implemented at rel-
atively low cost, taking advantage of new technology that
allows broadband digital signal measurements. Ultimately,
such extreme flux density bursts need to be studied at high
spatial resolution in order to better understand the condi-
tions leading to their occurrence, and ultimately to be able
to predict such events”.
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Aeronomic effects of the solar flares in the topside ionosphere
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We obtained that according to the GPS data at altitudes of the topside ionosphere (h > 300 km) a flare is able to
cause a decrease of the electron content. Using the theoretical model it is shown that the intense transport of O+
ions into the above-situated plasma caused by a sharp increase in the ion production rate and thermal expansion
of the ionospheric plasma is a cause of the formation of the negative disturbance in the electron concentration in
the topside ionosphere.
Key words: Solar flares, disturbances, ionosphere, GPS, modeling.

1. Observations of the TEC Variations during a
Powerful Flare on 14 July 2000

Phase measurements of GPS signals make it possible
to obtain variations of TEC along the receiver-satellite
path, Fitzgerald (1997), Hoffmann-Wellenhof et al. (1992),
Klobuchar (1986). Knowing variations in TEC, one is able
to evaluate the changes in the total electron content above
some given level, using the method based on the effects
of partial “shadowing” of the atmosphere by the globe,
Leonovich et al. (2002).

Now we consider the results of application of the method
fore-quoted to studies of the ionospheric effects of the pow-
erful solar flare X5.7/3B registered on 14 July 2000 at
1024 UT (N22W07) on the background of quiet geomag-
netic situation (Dst = −10 nT). Figure 1(a) shows the
time behavior of the energy flux of the soft X rays in the
0.1–0.8 nm range (the data from the GOES 10 satellite)
for the flare in consideration. Vertical dashed lines show
the beginning of the flare and the time when the X-ray flux
was maximal. The corresponding variations in TEC along
rays directed to the GPS satellites and crossing the shadow
boundary at various heights h0 during the flare are shown in
Figs. 1(b)–1(f).

One can see in Fig. 1(b) that the total electron content
within the entire ionosphere (h0 = 0) for the IRKT sta-
tion located in the sunlit hemisphere starts to grow from
the moment of the flare beginning (1012 UT) and lasts till
1036 UT. At the ray crossing the shadow region at a height
of 240 km (Fig. 1(c)), the TEC grow begins some time after
the flare beginning in the soft X-ray range. Similar picture is
seen at other rays satisfying the condition h0 < 380 km. At
the same time, for the rays with h0 ≥ 380 km (Figs. 1(d)–
1(e)) a decrease in the electron content above the h0 level
occurs after the flare beginning (1012 UT) and lasts till
1024 UT, i.e., till the moment of the flare maximum in the
soft X-ray range.
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Similar decrease in the electron content after the begin-
ning of a solar flare was detected in ionospheric observa-
tions using the incoherent scatter radar at Arecibo, Thome
and Wagner (1981). During two solar flares on 21 and 23
May 1967, negative disturbances of the electron concen-
tration with an amplitude from 3% to 10% were registered
within the height interval 280–600 km. The goal of this pa-
per is studying mechanism of electron concentration nega-
tive disturbances in the topside ionosphere caused by solar
flares.

2. Results of the Model Calculations of the Iono-
sphere Behavior during a Solar Flare

For studying physical processes governing ionospheric
effects of solar flares, we used the model of the ionosphere-
plasmasphere interaction, Krinberg and Taschilin (1984).
The model makes it possible to calculate time variations of
the ion composition, temperature, and also of the fluxes of
particles and heat in the conjugated ionospheres. The model
is based on numerical solution of the nonstationary equa-
tions of the balance of particles and energy of the thermal
plasma within closed magnetic field tubes, their bases lying
at a height h = 100 km. It is assumed that the ionospheric
plasma consists of electrons and atomic ions H+ and O+,
and also of molecular ions NO+, N+

2 , and O+
2 . The UV-

radiation spectrum by Richards et al. (1994) and the X-ray
radiation spectrum by Nusinov (1992) were used for the cal-
culation of the photoionization rates of the thermospheric
constituents O, O2, and N2 and energetic spectra of the pri-
mary photoelectrons in undisturbed conditions (without a
flare). The MSIS 86, Hedin et al. (1991), global empirical
model of the thermosphere was used for the description of
the spatial-time variations of the atmospheric temperature
and concentrations of the neutral components O, O2, N2,
and H.

For studying the flare effects, a disturbed model of the
solar radiation spectrum in the X-ray and UV ranges was
created. According to the existence of the pulse and slow
phases of a flare, we assumed that the spectrum within the
wavelength interval 0.1–10 nm stays disturbed during 36
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Fig. 1. Results of the TEC response according to the GPS measurements.
Time profiles of the soft X-ray radiation within the 1–8 Å range (the
data of the GOES 10 satellite) during the solar flare on 14 July 2000
(a). Examples of the TEC responses to the solar flare measured at
the rays (between ground-based stations and GPS satellite) crossing the
boundary of the Earth’s shadow cone at different altitudes h0 (b–f).

minutes (the slow phase), whereas the pulse phase (for the
10–105 nm interval) lasts during 15 minutes. We also as-
sumed that the spectrum is disturbed instantly and stays
constant during the above indicated time intervals, switch-
ing off instantly after that. To give the value of the dis-
turbance of the solar energy flux, the entire wavelength in-

Table 1. Increase in the solar radiation intensity for particular spectral
intervals during the flare.

Intervals, nm 0.1–0.8 0.8–2 2–4 4–6 6–10 10–105

Intensity factor 1000 100 50 20 4 1.3

terval was split to 6 parts. For each part the most typical
value of the intensity factor, Avakyan et al. (1994), Horan
and Kreplin (1981), Korenkov and Namgaladze (1977), was
found. The value was determined as the ratio of the energy
flux during the flare to the radiation flux of the quiet Sun.
Table 1 shows values of the flare intensity factors for each
spectral interval.

The reaction of the midlatitude ionosphere to a consid-
ered solar flare was simulated by calculating the variations
of plasma parameters within the geomagnetic field tube.
The calculation was performed for the period 10–15 July
2000, using arbitrary initial conditions corresponding to low
content of the thermal plasma in the tube. The considered
time period was characterized by high level of solar activity
(F10.7 ≈ 210). The model calculation results of height-time
variations of the electron concentration for different con-
ditions of solar irradiating intensity are shown in Figs. 2,
(2(a)–2(f))—for the terminator area and (2(g)–2(l))—for
the local noon. The moment of a solar flare beginning is
shown by vertical dashed lines.

The character of the time behavior of Ne changes prin-
cipally above the F2 layer. One can see in Figs. 2(d)–2(f)
and 2(j)–2(l) that within the height interval 380–600 km in-
stead of the electron concentration increase after the flare
beginning, a trough is formed in the time behavior of Ne.
The value of the Ne decrease amplitude lies within 1–5%.
It should be noted that the obtained in the calculations neg-
ative disturbance of the electron concentration in the top-
side ionosphere agrees well to the presented above TEC
variations obtained as a result of processing of GPS sig-
nals and in observations at the Arecibo incoherent scatter
radar Thome and Wagner (1981). Thus, one can conclude
that the conditions during a solar flare could be such that an
increase of the electron concentration occurs in the lower
ionosphere, but in the topside ionosphere Ne decreases.

3. Discussion of the Modeling Results
In order to find the causes of formation of the elec-

tron concentration negative disturbance in the topside iono-
sphere, we assumed that the Ne decrease is related to inho-
mogeneous variations of the ultraviolet radiation in various
parts of the spectrum during a flare. On the basis of this as-
sumption, the UV-radiation spectrum within the 10–105 nm
range was split to 19 equal intervals. Then, for each inter-
val in turn, the factor of flare radiation intensity was var-
ied from 1.3 to 10, whereas for the other intervals it stayed
equal to 1.3. The calculations showed that the effect of Ne

decrease after the beginning of a flare is pronounced best at
the increase of the intensity factor in three following spec-
tral intervals: 15–20 nm, 30–35 nm, and 35–40 nm.

In order to understand the physical causes of the elec-
tron concentration depletion at altitudes of the topside iono-
sphere, we consider the continuity equation for the iono-
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Fig. 2. The model calculation results of the height-time variations of the electron concentration for different conditions of solar irradiating intensity,
(2(a)–2(f))—for the terminator area and (2(g)–2(l))—for the local noon. The dashed lines show variations of the electron concentration when solar
flare misses. The moment of a solar flare beginning is shown by vertical dashed lines.

spheric plasma written in the form:

∂ Ne

∂t
= q − ln − div(W), (1)

where q is the ion production rate; ln is the loss rate of
electron-ion pairs in chemical reactions; and W is the total
ion flux along a geomagnetic field line. It follows from
(1) that the sign of the Ne changes is determined by the

total balance of the terms in the right-hand side and that
a negative disturbance to be formed the right-hand side
of (1) should be negative during the flare. The results of
the modeling make it possible to determine the processes
providing realization of such situation.

Figure 3 shows the time variations of the electron concen-
tration and particular terms of the right-hand side of Eq. (1)
at a height of the F2 layer (300 km) and in the topside iono-
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Fig. 3. Analysis of the effect of the decrease in the electron concentration during the solar flare. Thick lines show the time variations of the electron
concentration during a solar flare at heights of 300 km (a) and 500 km (c), diamonds show the time variations of the electron concentration in the
absence of the flare. The time variations of the terms in the continuity equation calculated for height 300 km (b) where the effect of the electron
concentration depletion during the flare is not observed and 500 km (d) where the effect is clearly pronounced are also shown in the bottom panels.

sphere (500 km). It should be noted that within this height
interval ions of the atomic oxygen prevail and so Eq. (1)
actually describe the balance of O+ ions. It follows from
Fig. 3(b) that at a level of 300 km the value of ion pro-
duction rate exceeds considerably the loss of charged par-
ticles due to the recombination ln and transport of O+ ions
along the field lines (divW > 0). As a result, there occurs
a monotonous increase in Ne during a flare. After the end
of the flare, the photoionization rate decreases sharply. Due
to that, the electron concentration at first decreases sharply
and then is stabilized at some level, the latter being deter-
mined by the balance between the photoionization, input
of the O+ ions from the above-located plasmasphere, and
chemical loss.

At altitudes of the topside ionosphere (500 km), the rela-
tion between particular terms of the right-hand side of (1)
changes. First, a decrease with height in the absolute val-
ues of the ion production rates and recombination occurs,
and, second, the role of the diffuse transport of ions in the
ionization balance grows. Figure 3(d) shows that the values
of the divergence of ion flux rapidly increases on an abso-
lute value with the beginning of the flare and becomes a

predominating term in the right-hand side of Eq. (1). This
happens due to the reformation of the vertical profile of the
ion flux above the F2-layer maximum with the beginning
of the flare. After the sharp increase in the initial moment
of the flare, the absolute value of the flux divergence de-
creases reaching the pre-flare value at the end of the pulse
phase (Fig. 3(d)). Then a reversal of the flux divergence
sign to the opposite one occurs accompanied by an increase
of the electron concentration.

Figure 4 shows the vertical profiles of the ion flux before
the flare and in the maximal phase of the flare. One can see
that under undisturbed conditions ions O+ are transported
from the topside ionosphere through the F2 layer into the
lower ionosphere. During the maximal phase of the flare,
the plasma pressure in the F2 layer increases sharply and
above ∼380 km an intense upward flux of O+ ions into
the plasmasphere is formed. As a result, at altitudes above
∼380 km the divergence of the ion flux is positive and
considerable on quantity, that specifies on essential upward
of plasma from the ionosphere to the plasmasphere.

Thus, one can conclude that the decrease of the electron
concentration in the topside ionosphere is due to the bring-
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Fig. 4. Vertical profile of the flux W. Thin line shows the flux behavior
before the flare. Thick line shows the flux behavior during the flare.

ing out to the plasmasphere of O+ ions. After “switching
off” the flare, the plasma pressure in the F2 layer decreases
quickly down to the level at which the difference in the pres-
sure between the upper and lower parts of the ionosphere

can not any more support the upward flux of O+ ions, and
the ionosphere relaxes to the undisturbed state.

Now we consider the problem of length of the height in-
terval in which the conditions needed to formation of the
negative disturbance in Ne are fulfilled. Figure 5 shows
the vertical profiles of the particular terms in the right-hand
side of Eq. (1) before a flare (Fig. 5(a)) and during the flare
(Fig. 5(b)). In the same figures, the summated profile of all
terms in the right-hand side of Eq. (1) is shown by trian-
gles. One can see that in the absence of a solar flare in the
daytime the resulting curve is positive at h < 400 km and
is close to zero above 400 km, that is, in the topside iono-
sphere the condition ∂ Ne/∂t ≥ 0 is fulfilled everywhere.
During a flare the right-hand side of Eq. (1) takes negative
values in the 380–600 km altitude range (is shown by hori-
zontal dashed lines in Fig. 5). So it follows that a negative
disturbance of the electron concentration during a flare can
cover almost the entire topside ionosphere.

4. Conclusions
The response of the ionosphere to a solar flare is studied

on the basis of the observational data and results of theoret-
ical modeling. The analysis of the results obtained made it
possible to draw the following conclusions:

1. According to the observations of the variations in TEC
and electron concentration at the GPS receivers net-
work and at the IS installation at Arecibo, negative dis-
turbances of the electron concentration can be formed
in the topside ionosphere during solar flares.

2. It is found in the model simulations that the most
significant effect of the Ne depletion is seen during
the flares with a strong increase in the solar radiation
within the following spectral intervals: 15–20 nm and
30–40 nm.

3. The intense transporting of O+ ions up into the above-
located plasmasphere is a cause of the formation of the

Fig. 5. Analysis of the continuity equation. Vertical profiles of the terms of the continuity equation before the flare (a) and during the flare (b). Thin
curves show the electron formation rate q; dashed curves show the electron loss rate ln; thick lines show the flux divergence div(W). The data for the
loss rate and flux divergence are shown with negative signs as they enter to the considered equation. The curve with triangles is a resulting curve.
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negative disturbance in Ne in the topside ionosphere.
The transporting is caused by the sharp increase in the
ion production rate and in the thermal expansion of the
ionospheric plasma.
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